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Advanced anomaly detection :

• Crucial quality control step 

• Important part of Industry 4.0 opportunities

Traditional algorithms suffer from practical drawbacks :

• High false positive rate

• Limited Regions of Inspection

Research Questions

o What are the best deep learning techniques to detect

anomalies that exist in real-world industrial datasets?

(unsupervised learning, high-resolution images,

imbalanced datasets, etc.)

o How to integrate the business constraints (full TPR,

acceptable inference time, worker interactions,

explainable decisions, etc.) into a binary

normal/abnormal classification algorithm?

Future Works 

Methods & Results

[1][2] VQGanoDIP = VQGAN Reconstruction + Metrics Classification for Anomaly Detection

o Train an Encoder, a Codebook, a Generator and a Discriminator through a GAN framework, in an autoencoder architecture

o Get statistics on the residual image and in the networks losses to quantify how the image is different from the normality

o Train a binary extra tree classifier to discriminate between normal and abnormal products

[3] Cycle-Consistent Adversarial Networks for Industrial and Medical Anomaly Detection

o Take the few abnormal data available into consideration, to train a cycle-GAN

o Evaluate on both Industrial and medical datasets

1st part of the approach is an image reconstruction

through a GAN model. To optimally reconstruct the input

image (and focus on the real anomalies), other generative

model architectures will be compared.

• ViT in GAN : Replace all or parts of the CNNs by Visual

Transformers.

• Diffusion Model : Consider an autoencoder with latent

diffusion process.
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Figure 1: PCBA Manufacturing Process Flow

Figure 2: VQGanoDIP Training and Inference Architecture, Loss Functions, Anomaly Localisation, Qualitative and Quantitative Results

Figure 3: CycleGAN AD Training and Inference Architecture , Anomaly Localisation, Qualitative and Quantitative Results

Quality: 37% 

False Positives saved

Performance: 72% 

Inspection time saved

2nd part of the approach is the metrics classification.

A customized function loss is being designed to

reflect a full sensitivity constraint.

• A partial AUC [4] is formulated, so that only the

Full TPR part is targeted while minimizing the FPR.

• This pAUC is then approximated by a Wilcoxon-

Mann-Whitney Statistic loss [5], well fitted for a

neural network classifier.

On-site industrial

integration is

performed, highly

focused on the

worker habits, the

inference time and

quality constraints.Vision 
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Another medical use

case is being studied,

on activation detection

during alternative

rest/stimulation phases

for fPET sinograms.


