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#### Abstract

Topological signals are dynamical variables not only defined on nodes but also on links of a network that are gaining significant attention in non-linear dynamics and topology and have important applications in brain dynamics. Here we show that topological signals on nodes and links of a network can generate dynamical patterns when coupled together. In particular, dynamical patterns require at least three topological signals, here taken to be two node signals and one link signal. In order to couple these signals, we formulate the 3 -way topological Dirac operator that generalizes previous definitions of the 2 -way and 4 -way topological Dirac operators. We characterize the spectral properties of the 3-way Dirac operator and we investigate the dynamical properties of the resulting Turing and Dirac induced patterns. Here we emphasize the distinct dynamical properties of the Dirac induced patterns which involve topological signals only coupled by the 3-way topological Dirac operator in absence of the Hodge-Laplacian coupling. While the observed Turing patterns generalize the Turing patterns typically investigated on networks, the Dirac induced patterns have no equivalence within the framework of node based Turing patterns. These results open new scenarios in the study of Turing patterns with possible application to neuroscience and more generally to the study of emergent patterns in complex systems.


## 1. Introduction

Networks [1,2] represent the discrete architecture of complex systems by encoding the set of interactions (links) existing among their constituent elements (nodes). Network science is based on the fundamental assumption that the network topology encodes important information about the network dynamics and hence about the function of the underlying complex interacting system. The statistical and combinatorial properties of the network structure have been shown to be key in shaping the phase diagram of dynamical processes ranging from epidemics to percolation $[3,4]$. Yet, we are still far from a complete understanding of the interplay between network topology and dynamics that would be necessary, for instance, to transform our understanding of brain dynamics.

Until recently, the dynamical state of a network has been exclusively described following a node centered approach, where the dynamical variables are exclusively defined on the nodes of the networks. Nowadays, it is increasingly recognized that this approach has important
limitations and that in a number of cases the description of network dynamics should include higher-order topological signals, i.e., dynamical variables not only defined on nodes but also on links. Examples of link signals include synaptic signals between neurons or brain link signals at the level of brain regions [5,6] and in general currents in biological transportation networks. Moreover, on higher-order networks one can define topological signals also on triangles, tetrahedra, and so on. This shift of perspective significantly enhances the topological characterization of their structure [7-12] and the node-centric investigation of their dynamics [13-17].

The study of topological signals requires to combine topology with non-linear dynamics and it is emerging as a field that can transform our understanding of the interplay between structure and dynamics on simple and higher-order networks [18,19]. Interestingly, it has been found that topological signals can undergo collective critical phenomena such as topological higher-order Kuramoto model [20-23],

[^0]global topological synchronization [24] and higher-order diffusion [2527]. Moreover, real-world topological signals can be predicted and processed with topological machine learning algorithms [28-32].

On a simplicial complex, topological signals are modeled, treated and processed by combining non-linear dynamics with algebraic topology and discrete calculus inherited by the simplicial support (which reduces to a network if the simplicial complex is 1-dimensional). In particular, topological signals of a given dimension are often treated by using the Hodge Laplacian $[18,33]$ that describes diffusion from $n$-dimensional simplices to $n$-dimensional simplices.

Recently, the discrete topological Dirac operator [34] has been shown to be the most suitable operator in situations in which topological signals of different dimensions interact and cross-talk; indeed the Dirac operator allows to project the signal on $n$-dimensional signal to one dimension up or down. For instance in a network the Dirac operator can be used to project node signals to link signals and vice versa.

The Dirac operator has been originally defined in non-commutative geometry and in quantum graphs [35], but only recently it has been show to lead to topological field theories $[34,36,37]$ and to be a key operator in complex systems. Indeed, it is key to treat dynamics of coupled topological signals [28,38-42] on top of having important application to topological analysis of real data $[43,44]$.

In this work, we combine topology and non-linear dynamics to study dynamical pattern formation of topological signals of nodes and links, induced by the Dirac operator.

On continuous domains, reaction-diffusion equations are partial differential equations that can be used to describe chemical reaction systems, ecosystems, neuronal dynamics and fluid-dynamics, and are a core subject of non-linear dynamics [45]. Turing patterns are spatial patterns emerging from a diffusion-driven instability of the homogeneous equilibrium state of a reaction-diffusion system and are pivotal to describe pattern formation in the natural world. In a nutshell, a system of two interacting species is perturbed about its spatially homogeneous stable equilibrium, which becomes unstable due to diffusion, giving rise to the celebrated Turing instability from which patterns may originate [46]. The original framework in which Turing conceived this pattern formation mechanism was morphogenesis, but, nowadays, it finds applications in many different field, including biology [47], neuroscience [48] and even quantum mechanics [49] and nano-materials [50]. Turing theory has been extended on regular lattices in the 70s by Othmer and Scriven [51,52], but it is only recently that increasing attention has been devoted to characterize Turing patterns on networks, starting from the seminal work of Nakao and Mikhailov [53]. Turing patterns have been thoroughly studied on different networks topologies, such as directed [54], non-normal [55] and geometric [56] ones, with applications ranging from ecology [57] to control [58-60], to name a few. Moreover, they have also been observed on multilayer [61-63], temporal [64-66] and higher-order [6769] networks.

In all these approaches it is assumed that the dynamics is only localized on the nodes of the network. In order to address this limitation, recently Giambagli et al. [40] have characterized the formation of topological Turing patterns on nodes and links of networks. In this setting, the dynamical state of the network is encoded by one topological signal (species) on the nodes and one topological signal (species) on the links of the network coupled together by the Dirac operator. The topological Turing patterns that emerge in this scenario are inhomogeneous on nodes and links, however they are stationary, i.e., they characterize a heterogeneous static asymptotic state of the network.

In this work, we build a mathematical framework that is able to generate dynamical Turing patterns on nodes and links. The key element of the model is the assumption that the system state is encoded in three different types of topological signals (species): two anchored to nodes and one on links. In order to treat these topological signals, here we define the 3-way Dirac operator and its associated gamma
matrix. The Dirac operator projects the two nodes signals into the links and the single link signal into the nodes, while the gamma matrix is used to compress the projected nodes signals into a single link signal and to expand the single projected link signal into two nodes signals. The 3-way Dirac operator couples nodes and links topological signals and is shown here to induce dynamical Turing patterns of topological nodes and links signals displaying very rich and non-trivial dynamical properties.

## 2. Introduction to discrete exterior calculus and to the topological Dirac operator

We consider a network $G=(V, E)$ comprising a set $V$ of $N_{0}=|V|$ nodes, and a set $E$ of $N_{1}=|E|$ links. According to the usual algebraic topology setting links are undirected, yet they are characterized by an orientation from one endnode to the other. Assuming that the network dynamics is captured by a topological signal on the nodes and a topological signal on the links, the full dynamical state of the network is encoded by the topological spinor $\Phi \in C^{0} \oplus C^{1}$ given by
$\boldsymbol{\Phi}=\binom{u}{w}$,
where $u \in C^{1}$ is 0 -cochain here encoded by a vector taking real values on each node of the network and $v \in C^{1}$ is a 1-cochain here encoded by a vector taking real values on each link of the network, i.e.
$u=\left(\begin{array}{c}u_{1} \\ u_{2} \\ \vdots \\ u_{N_{0}}\end{array}\right)$ and $w=\left(\begin{array}{c}w_{1} \\ w_{2} \\ \vdots \\ w_{N_{1}}\end{array}\right)$.
The discrete exterior calculus is a branch of mathematics that allows to define the discrete gradient and the discrete divergence of these topological signals. In particular the discrete gradient $\delta_{1}: C^{0} \rightarrow C^{1}$ is the linear operator that acts on topological nodes signals (e.g., the signal $u$ ) and provides a link topological signal (e.g., $g$ with $g=\delta_{1} u$ ); in the considered example we have
$g_{r s}=u_{s}-u_{r}$, for all link $[r, s]$.
Moreover the discrete divergence $\delta_{1}^{\star}: C^{1} \rightarrow C^{2}$ is the linear operator that acts on link topological signals (e.g., $w$ ) and provides a node topological signal (e.g., $f$ with $f=\delta_{1}^{\star} w$ ) where in the considered case we have for all node $r$
$f_{r}=\sum_{\ell \in E_{r}^{+}} w_{\ell}-\sum_{\ell \in E_{r}^{-}} w_{\ell}$,
where $E_{r}^{+}$is the set of links oriented toward node $r$ while $E_{r}^{-}$is the set of links oriented from node $r$ toward their other endnode. Therefore the discrete divergence associates to a node $r$ the difference between the outward and inward flow from/to the node. The two linear operators can be represented by the $N_{0} \times N_{1}$ boundary matrix B whose elements are given by
$\mathbf{B}_{r \ell}=\left\{\begin{array}{c}-1 \text { if } \ell=[r, s], \\ 1 \text { if } \ell=[s, r] .\end{array}\right.$
In particular we have $f=\mathbf{B} w$ and $g=\mathbf{B}^{\top} u$. On a network the Hodge Laplacians $\mathbf{L}_{[0]}$ and $\mathbf{L}_{[1]}$ describe diffusion from nodes to nodes passing through links and from links to links passing through nodes. Therefore the Hodge Laplacians of a network can be build by contracting the boundary matrix in the two possible ways, leading to $\mathbf{L}_{[0]}=\mathbf{B B}^{\top}$ and $\mathbf{L}_{[1]}=\mathbf{B}^{\top} \mathbf{B}$. The most simple definition of the Hodge-Dirac operator $[34,35]$ on a network is the operator $\partial: C^{0} \oplus C^{1} \rightarrow C^{0} \oplus C^{1}$ that maps topological spinors to topological spinors and is defined as $\partial=\delta_{1}^{\star} \oplus \delta_{1}$. In particular if $\boldsymbol{\Phi}=u \oplus w$ we have
$\partial(u \oplus w)=\delta_{1}^{\star} w \oplus \delta_{1} u$,


Fig. 1. Schematic representation of the dynamical state of the network for dynamical Turing patterns. We consider a network $G=(V, E)$ whose dynamical states includes two node topological signals (species densities represented with yellow triangles and yellow stars respectively on the enlarged node, although they are defined on each node) and one link topological signal schematically represent with green arrows associated to links.
or in matrix form we have
$\partial=\left(\begin{array}{cc}0 & \mathbf{B} \\ \mathbf{B}^{\top} & 0\end{array}\right)$.
The Hodge-Dirac operator can be considered as the "square root" of the higher-order Laplacian $\mathcal{L}$. Indeed we have
$\partial^{2}=\boldsymbol{L}=\left(\begin{array}{cc}\mathbf{L}_{[0]} & 0 \\ 0 & \mathbf{L}_{[1]}\end{array}\right)$.
Therefore the non-zero eigenvalues of the Dirac operator are given by plus or minus the square root of the non-zero eigenvalues of $\mathbf{L}_{[0]}$ (which is by the way isospectral to $\mathbf{L}_{[1]}$ on a generic network). The Hodge-Dirac operator admits eigenvectors that are either harmonic (i.e., associated to the zero eigenvalue of the Hodge-Dirac operator) or chiral. Here by chiral eigenvectors we refer to the relations of eigenvectors associated with non-zero eigenvalues with the same absolute value. Indeed it can be easily proved that $\partial$ anticommutes (i.e., $\left\{\partial, \gamma_{0}\right\}=0$ ) with $\gamma_{0}$, where
$\gamma_{0}=\left(\begin{array}{cc}\mathbf{I}_{N_{0}} & 0 \\ 0 & -\mathbf{I}_{N_{1}}\end{array}\right)$,
where $\mathbf{I}_{X}$ indicates the $X \times X$ identity matrix. This result implies that if $(u, w)^{\top}$ is an eigenvector of $\partial$ with eigenvalue $\hat{\lambda}$, then $(u,-w)^{\top}$ is an eigenvector of $\partial$ with eigenvalue $-\hat{\lambda}$. This relation between the nonharmonic eigenvectors of the Hodge-Dirac operator is called chirality. This Hodge-Dirac operator has been used in Ref. [40] to model Turing patterns on nodes and links. However, by using a topological spinor formed by a single topological nodes signal and a single topological links signal, can only account for stationary Turing patterns.

Interestingly the Hodge-Dirac operator can be coupled with group operations enforced by the so called gamma matrices [34]. For instance on a lattice the gamma matrices allows to distinguish between gradient and divergence performed along different directions. In particular on a three dimensional lattice in order to distinguish between the $x, y$, and $z$ directions one needs to consider two topological signals on the nodes and two topological signals on the links and express the gamma matrices in terms of the Pauli matrices acting on the two dimensional node (or link) signal. However no existing approach is able to jointly treat and process an odd number of topological signals such as two signal on the nodes and one signal on the links or viceversa two signals on the links and on signal on the nodes.

## 3. The 3 -way Dirac operator: 2 species on the nodes and 1 species on the links

In this work we consider a network dynamical state captured by two topological signals on the nodes and one topological signal on the links encoded by the topological spinor $\Phi \in C^{0} \oplus C^{0} \oplus C^{1}$ (see Fig. 1).

Note that this approach can be readily generalized to the case in which the dynamical state of the network is encoded into a single topological node signal and two topological link signals.

The topological spinor encodes the 3-way topological signals of the network and has block structure
$\boldsymbol{\Phi}=\binom{\chi}{\psi}$,
where $\chi \in C^{0} \oplus C^{0}$ is defined on nodes and $\psi \in C^{1}$ is defined on links. In particular we will use the notation
$\chi=\binom{u}{v}, \quad \psi=w$,
with $u \in C^{0}, v \in C^{0}$ indicating the two node signals and $w \in C^{1}$ indicating the link signal. For ease of notation here and in the following we indicate with $\mathcal{N}=2 N_{0}+N_{1}$ and with $\mathcal{M}=N_{0}+2 N_{1}$. We have therefore that $\boldsymbol{\Phi}$ is the $\mathcal{N}$ dimensional column vector, given by
$\boldsymbol{\Phi}=\left(\begin{array}{c}u \\ v \\ w\end{array}\right)$.
The 3-way Hodge-Dirac operator $\partial: C^{0} \oplus C^{0} \oplus C^{1} \rightarrow C^{0} \oplus C^{1} \oplus C^{1}$ acts on the topological spinor $\Phi$ projecting independently the two node signals encoded by $\chi$ into the links and the single link signal $\psi$ into the nodes. We define the 3 -way Hodge-Dirac operator $\partial$ as the $\mathcal{M} \times \mathcal{N}$ matrix given by
$\partial=\left(\begin{array}{cc}\mathbf{0} & \mathbf{I}_{1} \otimes \mathbf{B} \\ \mathbf{I}_{2} \otimes \mathbf{B}^{\top} & \mathbf{0}\end{array}\right)$,
or alternatively as
$\partial=\left(\begin{array}{ccc}0 & 0 & \mathbf{B} \\ \mathbf{B}^{\top} & 0 & 0 \\ 0 & \mathbf{B}^{\top} & 0\end{array}\right)$.
In contrast with the Hodge-Dirac operator, the Dirac operator $\mathbb{D}$ : $C^{0} \oplus C^{0} \oplus C^{1} \rightarrow C^{0} \oplus C^{0} \oplus C^{1}$ allows the node and link signals to cross talk as it maps topological spinors into topological spinors. The Dirac operator is obtained by multiplying the Hodge-Dirac operator by the $\mathcal{N} \times \mathcal{M}$ gamma matrix $\gamma$, i.e.
$D=\gamma \partial$.
Therefore the gamma matrix $\gamma$ defines the way in which the two nodes signals projected on the links are compressed and how the single link signal projected on the nodes is expanded into the two nodes signals of the topological spinor. The gamma matrix $\gamma$ is defined in terms of 2-dimensional column vector $\alpha=\left(\alpha_{u}, \alpha_{v}\right)^{\top}$ and a 2-dimensional row vector $\boldsymbol{\beta}=\left(\beta_{u}, \beta_{v}\right)$, as
$\gamma=\left(\begin{array}{cc}\boldsymbol{\alpha} \otimes \mathbf{I}_{N_{0}} & \mathbf{0} \\ \mathbf{0} & \beta \otimes \mathbf{I}_{N_{1}}\end{array}\right)$,
or alternatively
$\gamma=\left(\begin{array}{ccc}\alpha_{u} \mathbf{I}_{N_{0}} & 0 & 0 \\ \alpha_{v} \mathbf{I}_{N_{0}} & 0 & 0 \\ 0 & \beta_{u} \mathbf{I}_{N_{1}} & \beta_{v} \mathbf{I}_{N_{1}}\end{array}\right)$.
It follows that the 3-way Dirac operator can be also expressed as
$\boldsymbol{D}=\boldsymbol{\gamma} \boldsymbol{\partial}=\left(\begin{array}{ccc}0 & 0 & \alpha_{u} \mathbf{B} \\ 0 & 0 & \alpha_{v} \mathbf{B} \\ \beta_{u} \mathbf{B}^{\top} & \beta_{v} \mathbf{B}^{\top} & 0\end{array}\right)$.
As previously shown in Eq. (7) the Dirac operator defined on a topological spinors having the same number of topological signals on nodes and links, can be interpreted as the "square-root" of the higher-order Laplacian. Therefore it is natural to investigate whether
a similar condition holds true for 3-way Dirac operator. One can straightforwardly obtain
$\boldsymbol{D}^{2}=\boldsymbol{L}=\left(\begin{array}{ccc}D_{u u} \mathbf{L}_{[0]} & D_{u v} \mathbf{L}_{[0]} & 0 \\ D_{v u} \mathbf{L}_{[0]} & D_{v u} \mathbf{L}_{[0]} & 0 \\ 0 & 0 & D_{w w} \mathbf{L}_{[1]}\end{array}\right)$,
with $D_{u u}=\alpha_{u} \beta_{u}, D_{u v}=\alpha_{u} \beta_{v}, D_{v u}=\alpha_{v} \beta_{u}, D_{v v}=\alpha_{v} \beta_{v}$ and $D_{w w}=$ $\alpha_{u} \beta_{u}+\alpha_{v} \beta_{v}$, assumed to be non-negative. It is instructive to consider the case in which $\boldsymbol{\alpha}=(1,1)^{\top}$ and $\boldsymbol{\beta}=(1,1)$. In this case we have $\boldsymbol{\mathcal { D }}=\boldsymbol{D}_{0}$ with
$\boldsymbol{D}_{0}=\left(\begin{array}{ccc}0 & 0 & \mathbf{B} \\ 0 & 0 & \mathbf{B} \\ \mathbf{B}^{\top} & \mathbf{B}^{\top} & 0\end{array}\right)$ and $\boldsymbol{D}_{0}^{2}=\boldsymbol{L}_{0}=\left(\begin{array}{ccc}\mathbf{L}_{[0]} & \mathbf{L}_{[0]} & 0 \\ \mathbf{L}_{[0]} & \mathbf{L}_{[0]} & 0 \\ 0 & 0 & 2 \mathbf{L}_{[1]}\end{array}\right)$.
On a side note we observe that the Dirac operator defined in Eq. (19) is reminiscent of the topological operator used for studying duplex networks with link overlap in Ref. [70].

Given the diagonal block structure of $\mathcal{L}$, its eigenvalues are either the eigenvalues of $\boldsymbol{\mathcal { L }}_{u v}$ or the ones of $\boldsymbol{\mathcal { L }}_{w}$ with
$\boldsymbol{L}_{u v}=\left(\begin{array}{cc}D_{u u} \mathbf{L}_{[0]} & D_{u v} \mathbf{L}_{[0]} \\ D_{v u} \mathbf{L}_{[0]} & D_{v v} \mathbf{L}_{[0]}\end{array}\right), \quad \boldsymbol{L}_{w}=D_{w w} \mathbf{L}_{[1]}$.
From this property it follows that the eigenvalues of the Dirac operator are the square roots of the eigenvalues of $\mathcal{L}$ taken both with positive and negative sign. Therefore, while the Hodge Laplacians are semi-definite positive the Dirac operator is not semi-definite positive and, as we will discuss in the following, might also display complex eigenvalues.

We observe that the three way Dirac operator $\boldsymbol{D}$ commutes with the matrix $\gamma_{0}$ given by
$\gamma_{0}=\left(\begin{array}{ccc}\mathbf{I}_{N_{0}} & 0 & 0 \\ 0 & \mathbf{I}_{N_{0}} & 0 \\ 0 & 0 & -\mathbf{I}_{N_{1}}\end{array}\right)$.
Hence if a spinor $\boldsymbol{\Phi}=(u, v, w)^{\top}$ is an eigenvector of the three way Dirac operator with eigenvalue $\hat{\lambda} \neq 0$, i.e. if
$D \Phi=\hat{\lambda} \Phi$,
then $\gamma_{0} \Phi=(u, v,-w)^{\top}$ is an eigenvector of the three way Dirac operator with eigenvalue $-\hat{\lambda}$. Indeed we have
$\boldsymbol{\#} \gamma_{0} \boldsymbol{\Phi}=-\gamma_{0} \boldsymbol{\nabla} \boldsymbol{\Phi}=-\hat{\lambda} \gamma_{0} \boldsymbol{\Phi}$.
From these results it follows that the harmonic eigenvectors of the three way Dirac operator are
$\phi_{0}^{\text {harm }}=\binom{\chi^{\text {harm }}}{0} \quad \phi_{1}^{\text {harm }}=\binom{0}{\boldsymbol{\psi}^{\text {harm }}}$,
where $\chi^{\text {harm }}$ indicates the generic harmonic eigenvector of $\boldsymbol{\mathcal { L }}_{u v}$ while $\boldsymbol{\psi}^{\text {harm }}$ the generic harmonic eigenvector of $\mathcal{L}_{w}$.

Note that the harmonic eigenvectors $\chi^{\text {harm }}$ read
$\binom{\hat{\chi}_{0}}{0}, \quad\binom{0}{\hat{\chi}_{0}}, \quad\binom{-\beta_{v} \hat{\chi}}{\beta_{u} \hat{\chi}}$.
Where $\hat{\chi}_{0}$ are the harmonic right singular vectors of the boundary matrix, and where $\hat{\chi}$ is an arbitrary $N_{0}$ dimensional vector. The non zero eigenvalues $\hat{\lambda}_{k}$ of the 3-way Dirac operator are given by
$\hat{\lambda}_{k}= \pm \sqrt{\alpha_{u} \beta_{u}+\alpha_{v} \beta_{v}} \mu_{k}$
where $\mu_{k}$ are the singular eigenvalues of the boundary operator. Note that with a general choice of the gamma matrix $\gamma$ the eigenvalues of the Dirac operator are real only if
$\Delta=\alpha_{u} \beta_{u}+\alpha_{v} \beta_{v}>0$,
and becomes purely imaginary (i.e., appears in complex conjugate pairs) for $\Delta<0$ while they are identically zero in the trivial case $\Delta=0$.

The eigenvectors $\phi^{+}, \phi^{-}$associated to the non-zero eigenvalues $\hat{\lambda}_{k}$ with the same absolute value are related by chirality that for the three-way Dirac operator takes the form
$\phi^{+}=\mathcal{N}\left(\begin{array}{c}\alpha_{u} \hat{\chi}_{\mu} \\ \alpha_{v} \hat{\chi}_{\mu} \\ \sqrt{\Delta} \psi_{\mu}\end{array}\right) \quad \phi^{-}=\mathcal{N}\left(\begin{array}{c}\alpha_{u} \hat{\chi}_{\mu} \\ \alpha_{v} \hat{\chi}_{\mu} \\ -\sqrt{\Delta} \boldsymbol{\psi}_{\mu}\end{array}\right)$,
where $\hat{\chi}_{\mu}$ are the right singular vectors and $\boldsymbol{\psi}_{\mu}$ are the left singular vectors corresponding to a non-zero singular value $\mu=\mu_{k}$ of the boundary operator.

Let us now discuss the spectral properties of the Dirac operator $\boldsymbol{D}=\boldsymbol{D}_{0}$ defined in Eq. (19) in the case in which $\boldsymbol{\alpha}=(1,1)^{\top}$ and $\boldsymbol{\beta}=(1,1)$. As long as the network is connected the zero eigenvalue of $\mathcal{L}$ has multiplicity $N_{1}+2$ while the non-zero eigenvalues are given by twice the non-zero eigenvalues $\mu$ of $L_{[0]}$ (or equivalently of $\mathbf{L}_{[1]}$ since on a network $\mathbf{L}_{[0]}$ is isospectral to $\mathbf{L}_{[1]}$ ). Therefore the eigenvalues of the Dirac operator $\boldsymbol{D}_{0}$ in this case are real and given by
$\hat{\lambda}_{k}=0 \quad$ with multiplicity $N_{1}+2$,
$\hat{\lambda}_{k}= \pm \sqrt{2} \mu_{k}$.

## 4. Theory of topological 3-way turing patterns

Our goal will be now to define a dynamical system for the 3-way topological spinor defined in the previous section, that can display dynamical Turing patterns on nodes and links. To this end, we assume that in absence of interactions, the dynamical state of the network, captured by the topological spinor $\boldsymbol{\Phi}$ follows the dynamics
$\dot{\boldsymbol{\Phi}}=\mathbf{F}(\boldsymbol{\Phi}, \partial \boldsymbol{\Phi})$,
where $\mathbf{F}(\boldsymbol{\Phi}, \partial \boldsymbol{\Phi})$ determines the reaction dynamics involving the three signals $u, v, w$. Let us observe that, as we will see further in this section, the term $\partial \boldsymbol{\Phi}$ vanishes when there are no interactions between simplices of different dimensions. Nonetheless, this formalism allows us to consider also nonlinear terms in $\mathbf{B}$ and $\mathbf{B}^{\top}$, making the latter more general. Let us now specify more in detail the assumed structure of this reaction term. As previously stated the topological spinor $\boldsymbol{\Phi}=(\chi, \boldsymbol{\psi})^{\top}$, where $\chi=(u, v)^{\top}$, encodes for the two node signals and $\psi=w$ encodes for the single link signal. On each node the signal $u$ and $v$ can interact, while they cannot interact with the link signal. The projected topological spinor $\partial \Phi$ is instead given by
$\partial \Phi=\binom{\hat{\chi}}{\hat{\psi}}$,
with
$\hat{\chi}=\mathbf{B} w, \quad \hat{\psi}=\binom{\mathbf{B}^{\top} u}{\mathbf{B}^{\top} v}$.
In other words $\hat{\chi}$ is the one dimensional projected signal on the nodes and $\hat{\psi}$ is the two dimensional projected signals on the links. Since on nodes only node signals can interact, and on links only link signals can interact, it follows that on nodes all the signals encoded in $\chi$ can interact with each other and with the projected signals $\hat{\chi}$ and similarly on the links the projected signals on the links $\hat{\psi}$ can interact with each other and with the link signal $\psi$.

Accordingly, our choice of the reaction term $\mathbf{F}(\boldsymbol{\Phi}, \partial \boldsymbol{\Phi})$ is
$\mathbf{F}(\boldsymbol{\Phi}, \partial \boldsymbol{\Phi})=\left(\begin{array}{l}f_{1}(\chi, \hat{\chi}) \\ f_{2}(\chi, \hat{\chi}) \\ f_{3}(\psi, \hat{\psi})\end{array}\right)=\left(\begin{array}{c}f(u, v, \mathbf{B} w) \\ g(u, v, \mathbf{B} w) \\ h\left(\mathbf{B}^{\top} u, \mathbf{B}^{\top} v, w\right)\end{array}\right)$,
where $f, g, h$ act on their arguments element-wise.
Here we want to show that topological dynamical Turing patterns emerge when we introduce interactions between the topological signals of nodes and nearby links captured by the Laplacian and Dirac operators. We therefore consider the reaction-diffusion equations
$\dot{\boldsymbol{\Phi}}=\mathbf{F}(\boldsymbol{\Phi}, \partial \boldsymbol{\Phi})-c_{1} \boldsymbol{\Psi} \boldsymbol{\Phi}-c_{2} \mathcal{L} \boldsymbol{\Phi}$,
with $c_{1} \in \mathbb{R}, c_{2} \in \mathbb{R}^{+}$. Note that when $c_{1}=0$ the interactions will be only diffusive, i.e., driven by the Hodge Laplacians while when $c_{2}=0$ the interaction is exclusively driven by the Dirac operator. The possible patterns emerging in the former case will thus named Turing patterns, while we will deal with Dirac patterns, in the latter scenario. Let us observe that interestingly, this latter scenarios that we introduce here, leads to very non trivial dynamical patterns as we will show in the next sections. Note that these Dirac induced patterns have no equivalent in the framework of node centered theory of Turing pattern formation.

We can rewrite Eq. (34) explicitly, obtaining the following 3-species reaction-diffusion system
$\left\{\begin{array}{l}\dot{u}=f(u, v, \mathbf{B} w)-c_{2} \mathbf{L}_{[0]}\left(D_{u u} u+D_{u v} v\right)-c_{1} \alpha_{u} \mathbf{B} w, \\ \dot{v}=g(u, v, \mathbf{B} w)-c_{2} \mathbf{L}_{[0]}\left(D_{v u} u+D_{v v} v\right)-c_{1} \alpha_{v} \mathbf{B} w, \\ \dot{w}=h\left(\mathbf{B}^{\top} u, \mathbf{B}^{\top} v, w\right)-c_{2} D_{w w} \mathbf{L}_{[1]}-c_{1} \mathbf{B}^{\top}\left(\beta_{u} u+\beta_{v} v\right) .\end{array}\right.$
Let us observe that cross-diffusion emerges naturally from the formalism developed in the previous section.

Remark. Let us observe that, if we take functions $f, g$ and $h$ such that the terms in $\mathbf{B}$ and $\mathbf{B}^{\top}$ are linear (as it will be the case for the example that we will hereafter present), we can map the problem into a new one with a local reaction term $\mathbf{F}(\boldsymbol{\Phi})$ and a linear Dirac part. The relevance of this interpretation will become clear in the next Sections, when we will show that an oscillatory instability can emerge solely due to the Dirac coupling.

In order to study the emergence of Turing and Dirac patterns, we need the system to exhibit a stable homogeneous equilibrium and that turns unstable once subjected to a spatially inhomogeneous perturbation. Before studying the stability of the homogeneous state, let us recall that such equilibrium is a solution for the interconnected system provided the constant eigenvector $\mathbf{1}$ is in the kernel of the Dirac operator $[24,40]$. For the case of networks, this implies that the divergence of the constant link signal is null, i.e., that there is an orientation of the simplex such that for each node $r$ a equal number of links point toward it and point outward it [40]. This relation implies that the network must be Eulerian, i.e., to have only nodes with even degree.

When the coupling is not active, we have $\partial \Phi^{\star}=(0,0,0)$, hence, the system reduces to $N_{0}$ isolated systems of two interacting species on the nodes and $N_{1}$ systems of one species on the links, of the following form
$\left\{\begin{array}{l}\dot{u}=f(u, v, 0), \\ \dot{v}=g(u, v, 0), \\ \dot{w}=h(0,0, w),\end{array}\right.$
hence, we can study the local stability of this homogeneous state considering nodes and links separately.

Let us assume $\boldsymbol{\Phi}^{*}=\left(u^{*}, v^{*}, w^{*}\right)^{\top}$ to be a fixed point for the above system, meaning that $w^{*}$ is a fixed point of $h(0,0, w)$ and $\left(u^{*}, v^{*}\right)^{\top}$ for the system $f(u, v, 0), g(u, v, 0)$. For the equation on the links, the linear stability condition is trivially $h_{w}<0$, where with $h_{w}$ we indicate the derivative of function $h$ with respect to variable $w$ evaluated at the homogeneous state $w^{*}$. For what concerns the dynamics on the nodes, it reduces to studying the stability of the following 2 dimensional system
$\left\{\begin{array}{l}\dot{u}=f(u, v, 0) \\ \dot{v}=g(u, v, 0) .\end{array}\right.$
From the assumption that $\left(u^{*}, v^{*}\right)^{\top}$ is a fixed point for the above system, we can linearize around it and obtain the Jacobian matrix, whose stability conditions are $f_{u}+g_{v}<0$ and $f_{u} g_{v}-f_{v} g_{u}>0$. Hence, the homogeneous vector $\left(u^{*}, v^{*}, w^{*}\right)^{\top}$ is a stable equilibrium for system (36) provided that
$\left\{\begin{array}{l}f_{u}+g_{v}<0 \\ f_{u} g_{v}-f_{v} g_{u}>0 \\ h_{w}<0 .\end{array}\right.$

Let us now perturb system (35) with a spatially inhomogeneous perturbation $(\delta u, \delta v, \delta w)^{\top}$ and linearize it around the homogeneous equilibrium point that we have proved to be a solution also of the coupled system. We hence obtain the following system for the dynamics of the perturbation
$\left\{\begin{array}{l}\delta \dot{u}=f_{u} \delta u+f_{v} \delta v+f_{w} \mathbf{B} \delta w-c_{2} \mathbf{L}_{[0]}\left(D_{u u} \delta u+D_{u v} \delta v\right) \\ \delta \dot{v}=g_{u} \delta u+g_{v} \delta v+g_{w} \mathbf{B} \delta w-c_{2} \mathbf{L}_{[0]}\left(D_{v u} \delta u+D_{v v} \delta v\right) \\ \delta \dot{w}=h_{u} \mathbf{B}^{\top} \delta u+h_{v} \mathbf{B}^{\top} \delta v+h_{w} \delta w-c_{2} D_{w w} \mathbf{L}_{[1]} \delta w,\end{array}\right.$
where, for sake of notation, we have considered the terms in $c_{1}$ of Eq. (35) as part of the reaction functions, namely $f_{w}=\partial_{\mathbf{B} w} f-c_{1} \alpha_{u}$, $g_{w}=\partial_{\mathbf{B} w} g-c_{1} \alpha_{v}, h_{u}=\partial_{\mathbf{B}^{\top} u} h-c_{1} \beta_{u}$ and $h_{v}=\partial_{\mathbf{B}^{\top} v} h-c_{1} \beta_{v}$.

We can proceed as in [40] and use the eigenvectors of $\mathbf{L}_{[0]}$ and $\mathbf{L}_{[1]}$ to perform the singular value decomposition of $\mathbf{B}$. Let us recall that $\mathbf{L}_{[0]}$ and $\mathbf{L}_{[1]}$ are, in this case, isospectral and their eigenvalues $\mu_{k}^{2}$ are the square of the singular values $\mu_{k}$ of $\mathbf{B}$. By projecting the perturbations $\delta u$ and $\delta v$ on the eigenbasis of $\mathbf{L}_{[0]}$, and the perturbation $\delta w$ on the eigenbasis of $\mathbf{L}_{[1]}$, Eq. (38) becomes
$\left\{\begin{array}{l}\delta \dot{\hat{u}}_{k}=f_{u} \delta \hat{u}_{k}+f_{v} \delta \hat{v}_{k}+f_{w} \mu_{k} \delta \hat{w}_{k}-\mu_{k}^{2} c_{2}\left(D_{u u} \delta \hat{u}_{k}+D_{u v} \delta \hat{v}_{k}\right), \\ \delta \hat{v}_{k}=g_{u} \delta \hat{u}_{k}+g_{v} \delta \hat{v}_{k}+g_{w} \mu_{k} \delta \hat{w}_{k}-\mu_{k}^{2} c_{2}\left(D_{v u} \delta \hat{u}_{k}+D_{v v} \delta \hat{v}_{k}\right), \\ \delta \dot{\hat{w}}_{k}=h_{u} \mu_{k} \delta \hat{u}_{k}+h_{v} \mu_{k} \delta \hat{v}_{k}+h_{w} \delta \hat{w}_{k}-\mu_{k}^{2} c_{2} D_{w w} \delta \hat{w}_{k},\end{array}\right.$
where $\delta \hat{u}_{k}$ (resp. $\delta \hat{v}_{k}, \delta \hat{w}_{k}$ ) is the perturbation expressed in the new basis. To study the linear stability of the perturbation, we hypothesize that $\delta \hat{u}_{k}(t), \delta \hat{v}_{k}(t), \delta \hat{w}_{k}(t) \sim e^{\lambda_{k} t}$. To ensure the existence of a nontrivial solution, the linear growth rate $\lambda_{k}$ must satisfy the following condition

$$
\begin{equation*}
\left|J_{k}\right|=0 \tag{40}
\end{equation*}
$$

where $\left|J_{k}\right|$ denotes the determinant of the matrix
$J_{k}=\left(\begin{array}{ccc}f_{u}-\mu_{k}^{2} c_{2} D_{u u}-\lambda_{k} & f_{v}-\mu_{k}^{2} c_{2} D_{u v} & \mu_{k} f_{w} \\ g_{u}-\mu_{k}^{2} c_{2} D_{v u} & g_{v}-\mu_{k}^{2} c_{2} D_{v v}-\lambda_{k} & \mu_{k} g_{w} \\ \mu_{k} h_{u} & \mu_{k} h_{v} & h_{w}-\mu_{k}^{2} c_{2} D_{w w}-\lambda_{k}\end{array}\right)$.
We can rewrite this condition as a 3-rd order polynomial in the variable $\lambda_{k}$ of the form
$a \lambda_{k}^{3}+b \lambda_{k}^{2}+c \lambda_{k}+d=0$,
whose coefficients are
$\left\{\begin{array}{l}a=1 \\ b=c_{2} \mu_{k}^{2}\left(D_{u u}+D_{v v}+D_{w w}\right)-\left(f_{u}+g_{v}+h_{w}\right) \\ c=A \mu_{k}^{4}+B \mu_{k}^{2}+C \equiv \pi_{1}\left(\mu_{k}^{2}\right) \\ d=\mathcal{A} \mu_{k}^{4}+\mathcal{B} \mu_{k}^{2}+C \equiv \pi_{2}\left(\mu_{k}^{2}\right),\end{array}\right.$
where $\pi_{1}$ and $\pi_{2}$ are polynomials in $\mu_{k}^{2}$, whose explicit expressions can be found in Appendix A. By means of the Routh-Hurwitz criterion $[71,72]$, we can study the stability of polynomial (41). When it is unstable, we have Turing patterns. The explicit conditions are rather cumbersome, but it is easy to check that Turing patterns can be obtained.

We will call $\lambda$ the maximum real part of the $\lambda_{k}$, and its associate imaginary part $\rho$. Here $\lambda$ and $\rho$ are the real and imaginary part of the dispersion relation, respectively, and they are both functions of the continuous parameter $\mu_{k}$. The condition for having Turing instability is thus the existence of a $\mu_{k}$ for which $\lambda\left(\mu_{k}\right)>0$. Let us observe that being the support discrete, there can be finite size effects, namely $\lambda\left(\mu_{k}\right)<0$ for all $k$ while the continuous function $\lambda$ can assume positive values. This means that the networked system may not exhibit Turing patterns, while the same exact system defined on a continuous support will develop patterns.

Moreover, if $\lambda\left(\mu_{k}\right)>0$ and the corresponding imaginary part is nonzero, i.e., $\rho\left(\mu_{k}\right) \neq 0$, then the system can exhibit dynamical (oscillatory) patterns [73]. Note that since we are considering case for which $J_{k}$ is a real valued matrix, any non-zero value of $\rho$ implies also the presence
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of a solution with $-\rho$. Let us finally remark that a non-zero imaginary part of a critical mode is not a sufficient condition for the existence of wave patterns, as there are cases in which the patterns are stationary despite a non-zero $\rho$ [74]. In fact, one cannot know a priori which kind of pattern is obtained by solely using the information contained in the linear stability analysis, and indeed the problem of pattern prediction is still open.

## 5. Emergence of dynamical turing patterns on nodes and links

In order to show evidence of the emergence of dynamical topological Turing pattern, we consider the following dynamical system inspired by the excitable dynamics of the FitzHugh-Nagumo neuronal model [75,76]
$\left\{\begin{array}{l}\dot{u}=\sigma_{1} u-\eta_{1} u^{3}+\xi_{1} v+\zeta_{1} \mathbf{B} w-c_{2} \mathbf{L}_{[0]}\left(D_{u u} u+D_{u v} v\right)-c_{1} \alpha_{u} \mathbf{B} w \\ \dot{v}=\sigma_{2} v+\xi_{2} u+\zeta_{2} \mathbf{B} w-c_{2} \mathbf{L}_{[0]}\left(D_{v u} u+D_{v v} v\right)-c_{1} \alpha_{v} \mathbf{B} w \\ \dot{w}=\sigma_{3} w+\zeta_{3} \mathbf{B}^{\top} u+\zeta_{4} \mathbf{B}^{\top} v-c_{2} D_{w w} \mathbf{L}_{[1]}-c_{1} \mathbf{B}^{\top}\left(\beta_{u} u+\beta_{v} v\right),\end{array}\right.$
whose homogeneous equilibrium state is given by
$\left(u^{*}, v^{*}, w^{*}\right)=(0,0,0)$.
Remark 1. Let us observe that in this particular case, the homogeneous vector $(0,0,0) \otimes\left(\mathbf{1}_{N_{0}}, \mathbf{1}_{N_{0}}, \mathbf{1}_{N_{1}}\right)$ trivially belongs to the kernel of the Dirac operator for any network. However, for sake of continuity with the general framework above presented, we decided to apply the model (42) to an Eulerian graph as support.

Let us observe that a similar claim could be applied any time the homogeneous equilibrium is of the form ( $u^{*}, v^{*}, 0$ ), because the network Laplace matrix $\mathbf{L}_{[0]}$ admits $\left(\mathbf{1}_{N_{0}}, \mathbf{1}_{N_{0}}\right)$ as eigenvector associated to the 0 eigenvalue for any connected network.

In order for the homogeneous equilibrium on the nodes to exist, we need the network to be connected. The same condition for the variables on the links is attained if the network is Eulerian, i.e., every node has an even degree, as shown in [40]. Let us observe that the equilibrium of the chosen model would allow to relax the latter condition, nonetheless we want our theory to be general. The support on which the dynamics take place is a 2D lattice with periodic boundary condition of 36 nodes, i.e., $6 \times 6$.

The conditions (37) ensuring the stability of the homogeneous equilibrium become in the present case
$\left\{\begin{array}{l}\sigma_{2}<-\sigma_{1} \\ \sigma_{2}>\frac{\xi_{2} \xi_{1}}{\sigma_{1}} \\ \sigma_{3}<0 .\end{array}\right.$

As shown in Appendix A, although obtaining the explicit form of the conditions for Turing instability is challenging, relying on numerical results is possible.

Here we show results of dynamical Turing and Dirac pattern on two different Eulerian network structures: a $2 D$ square lattice tessellating a torus and random graph with given degree sequence.

### 5.1. Phenomenology on a torus (2D square lattice with periodic boundary conditions)

We consider a $2 D$ square lattice tessellating the torus. Specifically we assume to deal with a $6 \times 6$ square lattice with periodic boundary conditions. In Fig. 2, we report the bifurcation diagram of the model in the parameter space ( $\sigma_{1}, \sigma_{2}$ ) computed from the dispersion relation for the cases in which both $c_{1}$ and $c_{1}$ are non-zero (panel a) and in which the interaction is exclusively driven by the Dirac operator, i.e., $c_{2}=0$ (panel b).

In both bifurcation diagrams the red curves, i.e., $\sigma_{1}+\sigma_{2}=0$ and $\sigma_{1} \sigma_{2}=\xi_{1} \xi_{2}$, determine the boundary of the stability region of the homogeneous equilibrium, which is unstable outside the region (white region). The system exhibits patterns for parameters in the green and blue regions. In the latter, patterns are dynamics, while in the former they are stationary, because $\rho$, i.e., the imaginary part associated to unstable mode $\lambda$, is zero. The yellow region determines parameters values for which the homogeneous equilibrium remains stable, even after an inhomogeneous perturbation; hence, no patterns are observed. Note that, for this choice of parameters, the latter region is observed in presence of diffusion, i.e., $c_{2}>0$, while it disappears in the case of the exclusive Dirac coupling, i.e. $c_{2}=0$ (see panel (b)).

We now compare the dynamical patterns observed in presence of diffusion $\left(c_{2} \neq 0\right)$ and in the case when it is absent $\left(c_{2}=0\right)$. We chose parameters values such that, in principle, dynamical (oscillatory) Turing patterns are obtained, i.e., parameters in blue region. Let us first discuss the phenomenology of the dynamical Turing patterns observed in presence of diffusion. The dynamical nature of these topological patterns is revealed by the dispersion relation displayed in Fig. 3(a), where we can observe that the mode associated to $\mu_{k}=0$ is stable (indeed $\lambda(0)<0$ ), while there exist some modes that are unstable ( $\lambda\left(\mu_{k}\right)>0$ for some $k$ ) driving the formation of Turing patterns. In panel (b) of the same figure, we can observe that the imaginary part of the dispersion relation $\rho$ is non-zero for corresponding unstable modes. For this reason, the obtained Turing patterns on nodes and links are dynamical, i.e., oscillatory, as it is apparent from Fig. 3(c), where we display the time series for the two species on the nodes, i.e., $u$ and $v$, and for the species on the links, i.e., $w$. Let us point out that the form





 (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
of Turing patterns is perturbation dependent and different perturbation yield different (oscillatory) patterns. Lastly, in Fig. 4, we display a snapshot of the patterns for species $u$ on the nodes and $w$ on the links visualized on the network. ${ }^{1}$

We now compare the phenomenology of the Turing patterns obtained in presence of diffusion, i.e., $c_{2}>0$, with the ones arising once solely using the Dirac operator, i.e., $c_{2}=0$. Also in this case, we consider a set of parameters for which the stability of the homogeneous equilibrium is lost once perturbed, as revealed by the real part of the dispersion relation in Fig. 5(a). We can also remark that, for this choice of parameters, the latter is divergent for large $\mu_{k}$. When working on continuous support, where all instability modes are present, this is a problem because the maximum critical mode has an infinite wave number, hence the solution is not a physical one (long wave instability). However, on discrete support the finite size of the latter induces an upper bound on the largest possible Laplace eigenvalue. In particular it is well known that on networks the maximum eigenvalue of the 0 Laplacian (and the isomorphic 1-Laplacian) is bounded for networks with bounded degrees. Finally, even for networks in with unbounded degrees it is possible to consider a bounded dispersion relation by adopting the normalized Dirac [77] and Laplacian operators. A further discussion of the dispersion relation for large $\mu_{k}$ can be found in Appendices A and B. By considering the obtained dispersion relation

[^1]we note that also in this case, as in the previous one, its imaginary part $\rho$ is non-zero for the unstable modes (see Fig. 5, panel (b)); the resulting dynamical patterns can be visualized in panel (c). Lastly, in Fig. 6, we display a snapshot of the patterns for species $u$ on the nodes and $w$ of the links visualized on the 2D lattice. ${ }^{2}$ Remarkably, Diracinduced patterns present several distinct dynamical properties that are not present in Turing pattern observed for $c_{2} \neq 0$.

In particular we observe that nodes and links are phasesynchronized and divided in two clusters (see Fig. 5(c)), which recalls a phenomenon called cluster synchronization, often occurring when the network possesses symmetries [78], as it is for our case. Moreover, such patterns do not change when varying the initial conditions, at contrast with Turing patterns. To better visualize the difference in the behavior of the two dynamical patterns, Laplace-driven and Diracinduced, respectively, let us project the dynamics in the 3D phase space $(u, v, w)$. The results are shown in Fig. 7, with panel (a) depicting the "attractor" for Laplace-driven patterns, while panel (b) for Diracinduced patterns. More precisely, we select one link, $\ell$, we consider one of its end-node, $i$, and we build the orbit $\left(u_{i}(t), v_{i}(t), w_{\ell}(t)\right)$. Let us observe that, while a representation in the $(u, v)$ phase space is unique, the shown representation is not, because there are more links thank nodes and there is an ambiguity in the selection of the end-node for each link. For what concerns Dirac-induced patterns, however, even by

[^2]

Fig. 4. Turing patterns on the 2D lattice with periodic boundary conditions Snapshot, at 60 time units, of the patterns for species $u$ (nodes) and $w$ (links) visualized on the network. Such dynamics can be better appreciated in the video (see the Supplementary Material of the online version of this paper). The periodicity of the lattice can be visualized thanks to the node labeling. The parameters are $\sigma_{1}=1, \sigma_{2}=-1.4, \sigma_{3}=-2, \eta_{1}=-3, \xi_{1}=-0.5, \xi_{2}=5, \zeta_{1}=0.1, \zeta_{2}=6, \zeta_{3}=6, \zeta_{4}=1, c_{1}=-1, c_{2}=1, \alpha_{u}=1, \alpha_{v}=1, \beta_{u}=1, \beta_{v}=0.1$; the initial perturbation is the order of $10^{-2}$.


Fig. 5. Dispersion relation and Dirac-induced patterns Panel (a) shows the real part of the dispersion relation $\lambda$, while panel (b) its respective imaginary part $\rho$. The dispersion relation is computed as for the case with diffusion (Fig. 3, panels a and b). We can observe that the real part of the dispersion relation is divergent, however this does not pose a problem given that our support is discrete and finite, and so is its spectrum. The chosen setting is such that Dirac-induced patterns emerge ( $\lambda>0$ ) and they are oscillatory (the corresponding $\rho \neq 0$ ), as shown by the dynamics of the 3 interacting species, in panel (c). The network is a 2D lattice with periodic boundary conditions of 36 nodes and the parameters are $\sigma_{1}=1, \sigma_{2}=-1.4, \sigma_{3}=-10, \eta_{1}=-3, \xi_{1}=-0.5, \xi_{2}=5, \zeta_{1}=0.1, \zeta_{2}=6, \zeta_{3}=6, \zeta_{4}=1, c_{1}=-1, c_{2}=0, \alpha_{u}=1, \alpha_{v}=1, \beta_{u}=1, \beta_{v}=0.1$; the initial perturbation is the order of $10^{-2}$.
reshuffling the $w$ in the triplets, the attractor does not change. This is different for Turing patterns and, indeed, the 3D attractor as the sole scope of showing the difference between the two cases, rather than
an accurate representation of the former. An important fact is that the Dirac attractor is robust with respect to the initial condition and all the trajectories converge to it, no matter the size of the initial perturbation.


 $-10, \eta_{1}=-3, \xi_{1}=-0.5, \xi_{2}=5, \zeta_{1}=0.1, \zeta_{2}=6, \zeta_{3}=6, \zeta_{4}=1, c_{1}=-1, c_{2}=0, \alpha_{u}=1, \alpha_{v}=1, \beta_{u}=1, \beta_{v}=0.1$; the initial perturbation is the order of $10^{-2}$.


 $\sigma_{3}=-10, c_{2}=0$; the initial perturbation is the order of $10^{-2}$.

Such behavior is remarkably different from the one arising with Turing patterns, which are highly sensible to even small variations on the initial conditions.

### 5.2. Phenomenology on a random graph

We further investigate the nature and the phenomenology of the patterns by analyzing the case of a random Eulerian network, shown in Fig. 8. It is important to deal with a random structure, so we can better understand what causes the regularity of the Dirac-induced pattern on the lattice. Specifically we consider a random network with $N_{0}=20$ nodes and degree distribution $P(2)=8 / 20, P(4)=9 / 20, P(6)=3 / 20$ and $P(k)=0$ for all $k \neq 2,4,6$. Specifically this network has all the nodes with even degree, hence it is Eulerian. This implies that if we label the nodes subsequently along any of its Eulerian paths and we orient the links according to the node label, then it is immediate to show that the network admits a constant eigenvector $\mathbf{1}$ in the kernel of the Dirac operator.

In order to investigate the dynamical properties of the model (42) on this random topology, we distinguish between Turing patterns, i.e., once the Laplace matrix is present, and Dirac-induced patterns, once the coupling is solely realized by using the Dirac operator. In both cases we consider parameter values for which the homogeneous equilibrium becomes unstable and (in principle) oscillatory. In Fig. 10(a-b), we plot the dispersion relation corresponding to this choice of parameter values and, in panel (c), we display the resulting dynamical Turing patterns. These are qualitatively similar to those obtained on the lattice


Fig. 8. Random Eulerian Network The considered random Eulerian network of $N_{0}=20$ nodes with degree distribution $P(2)=8 / 20, P(4)=9 / 20, P(6)=3 / 20$ and $P(k)=0$ for all $k \neq 2,4,6$.
network, with the only difference that the transient is longer. The latter is due to the fact that, for this choice of parameters, the critical mode is closer to zero (compare Figs. 9(a) with 3(a)). ${ }^{3}$

Let us now repeat the numerical analysis for the case without diffusion, i.e., $c_{2}=0$. Again, the chosen setting yields oscillatory patterns,

[^3]


 the initial perturbation is the order of $10^{-2}$.
i.e., parameters in the blue region of Fig. 2(b), as can be appreciated by looking at the dispersion relation, depicted in Fig. 10(a-b); the resulting Dirac-induced patterns can be visualized in panel (c). We can observe that they are not clustered as for the case on lattice, but we can somehow spot some kind of regularity. We corroborate this qualitative observation by plotting the trajectories in the phase space, shown in Fig. 11, for Turing patterns (panel a) and Dirac-induced patterns (panel b). There, we can see that Turing patterns are qualitatively equivalent to those obtained on the lattice network; moreover, as expected, they are not robust with respect to the initial perturbation. On the contrary, Dirac-induced patterns are, again, robust to the initial conditions and their regularity can be visualized through the closed curves in the phase space.

These observations allow us to conclude that Dirac-induced patterns are robust with respect to the initial conditions and, might be sensible to the symmetries of the underlying network topology.

## 6. Conclusions

The topological approach to network dynamics implies that the dynamical state of a network is encoded in the direct sum of topological signals on nodes ( 0 -cochains) and topological signals on links (1-cochains). This approach significantly changes our description of dynamical processes on networks. Topological signals on nodes and links can be coupled by the Dirac operator that represents the "square-root" of the Laplacian. Here we have shown that dynamical Turing and Diracinduced patterns can set up on nodes and links of Eulerian networks
as a result of the instability of the homogeneous steady state solution. This approach extends previous results on node-based Turing patterns defined on networks, simplicial complexes and time-varying networks. Let us observe that the setting where a single dynamical variable is associated to nodes and a single dynamical variable is associated to links cannot account for dynamical Turing and Dirac patterns [40]. Here we have shown that taking three topological signals (two on the nodes and one on the links) can instead account for dynamical patterns on nodes and links. In order to describe their dynamics we have defined the 3-way Hodge-Dirac operator that is projecting the node signals into the links and, vice versa, is projecting the link signals into the nodes. This operator is then combined to an appropriate gamma matrix that has the ability to compress the projected node signals into a single link signal and expand the projected link signal into two distinct node signals. In the absence of coupling, the topological signals of each dimension obey the same dynamical equation, while the coupling can be induced by either the higher-order Laplacian matrix or the 3-way Dirac operator, or a combination of both operators. We called Diracinduced patterns the ones induced exclusively by the Dirac operator, while we call all the other patterns Turing patterns. The formulated theory of Turing and Dirac induced patterns leads to the instability of the uniform steady state solution and the onset of a dynamical behavior that displays remarkable differences observed for a significant region of the parameter space. The difference between the observed dynamical behavior of Turing and Dirac induced patterns is here highlighted by considering two very distinct topologies: a 2 -dimensional torus tessellated by a square lattice and a random (Eulerian) graph. In both cases,



 $0, \alpha_{u}=1, \alpha_{v}=1, \beta_{u}=1, \beta_{v}=0.1$; the initial perturbation is the order of $10^{-2}$.


 $\sigma_{1}=0.3, \sigma_{2}=-2, \sigma_{3}=-10, \eta_{1}=-3, \xi_{1}=-0.5, \xi_{2}=5, c_{1}=-1, \alpha_{u}=1.1, \alpha_{v}=7, \beta_{u}=7, \beta_{v}=1.1$; the initial perturbation is the order of $10^{-2}$.
it emerges that the Dirac induced patterns have distinct dynamical properties displaying a clustering of the dynamics characterized by an increased robustness to noise with respect to Turing patterns.

We believe that this work can open new scenarios in the treatment of topological Turing instabilities affect jointly nodes and links signals with possible applications to neuroscience.
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## Appendix A. Conditions for the emergence of turing patterns

We can determine the conditions to obtain Turing patterns by studying the stability of the following polynomial
$a \lambda_{k}^{3}+b \lambda_{k}^{2}+c \lambda_{k}+d=0$,
whose coefficients are
$\left\{\begin{array}{l}a=1, \\ b=c_{2} \mu_{k}^{2}\left(D_{u u}+D_{v v}+D_{w w}\right)-\left(f_{u}+g_{v}+h_{w}\right), \\ c=\pi_{1}\left(\mu_{k}^{2}\right), \\ d=\pi_{2}\left(\mu_{k}^{2}\right),\end{array}\right.$
where $\pi_{1}$ and $\pi_{2}$ are polynomials in $\mu_{k}^{2}$.
The first polynomial has degree 2 and has the following coefficients $\pi_{1}\left(\mu_{k}^{2}\right)=\mathcal{A} \mu_{k}^{4}+\mathcal{B} \mu_{k}^{2}+\mathcal{C}$, explicitly
$\left\{\begin{array}{l}\mathcal{A}=\left(D_{v v} D_{w w}+D_{u u} D_{w w}+D_{u u} D_{v v}-D_{u v} D_{v u}\right) c_{2}^{2}, \\ \mathcal{B}= \\ \quad\left[D_{u v} g_{u}+D_{v u} f_{v}-D_{u u}\left(h_{w}+g_{v}\right)\right. \\ \left.\quad \quad-D_{v v}\left(h_{w}+f_{u}\right)-D_{w w}\left(f_{u}+g_{v}\right)\right] c_{2}-\left(f_{w} h_{u}+g_{w} h_{v}\right), \\ \mathcal{C}=f_{u} g_{v}-f_{v} g_{u}+h_{w}\left(f_{u}+g_{v}\right),\end{array}\right.$
while the second one has degree 3 and coefficients are $\pi_{2}\left(\mu_{k}^{2}\right)=\mathcal{E} \mu_{k}^{6}+$ $\mathcal{F} \mu_{k}^{4}+\mathcal{G} \mu_{k}^{2}+\mathcal{H}$, explicitly

Let us observe that
$D_{u u} D_{v v}-D_{u v} D_{v u}=\alpha_{u} \beta_{u} \alpha_{v} \beta_{v}-\alpha_{v} \beta_{v} \alpha_{v} \beta_{u}=0$,
hence $\mathcal{E}=0$ and $\pi_{2}\left(\mu_{k}^{2}\right)$ is de facto a polynomial of degree 2, i.e., $\pi_{2}\left(\mu_{k}^{2}\right)=$ $\mathcal{F} \mu_{k}^{4}+\mathcal{G} \mu_{k}^{2}+\mathcal{H}$.

The Routh-Hurwitz criterion [71,72] gives us the following necessary and sufficient conditions for stability

$$
a>0
$$

$$
\begin{equation*}
b>0 \tag{A.2}
\end{equation*}
$$

$b c-a d>0$,

$$
d>0
$$

We are interested in the conditions to obtain Turing patterns, i.e., at least one of the roots of the polynomial has a positive real part. This means that it is enough that one of the (A.2) is violated.

The first and second conditions cannot be violated: $a>0$ is trivial, while $b>0$ needs to be satisfied due to the stability of the homogeneous equilibrium, which gives us that $f_{u}+g_{v}<0$ and $h_{w}<0$. Let us hence study the fourth condition $d>0$. Namely, we need check if the polynomial $\pi_{2}\left(\mu_{k}^{2}\right)=\mathcal{F} \mu_{k}^{4}+\mathcal{G} \mu_{k}^{2}+\mathcal{H}$ can take negative values. We can observe that $\mathcal{H}=h_{w}\left(f_{v} g_{u}-f_{u} g_{v}\right)>0$, again for the conditions on the homogeneous equilibrium. Then we need that either $\mathcal{F}<0$ (so that we are sure that $\pi_{2}$ takes some negative values, independently of $\mathcal{G}$ ) or $\mathcal{G}<0$ ( $\pi_{2}$ may be negative, independently of $\mathcal{F}$, but not for every set of parameters). The same principles apply to imposing the negativity of the third of the Routh-Hurwitz conditions (A.2), i.e., $b c-a d<0$, which can be obtained in an analogous way. In the main text we put ourselves in a setting in which Eqs. (A.2) are violated and hence the system exhibits Turing patterns, which are, as expected, dynamics.

Let us conclude this section by studying the asymptotic behavior of the roots of the polynomial (A.1) for $\mu_{k} \gg 1$. The first step is to rewrite the latter as follows
$p(\lambda)=\mu_{k}^{4} A(\lambda)+\mu_{k}^{2} B(\lambda)+C(\lambda)$,
where $A, B$ and $C$ are polynomials in $\lambda$ of degree 1,2 and 3 . By dividing the previous expression by $\mu_{k}^{4}$ we obtain a second polynomial in $\lambda$ with the same roots as the previous one. Let us first consider $\mu_{k} \gg 1$ and write the root of the polynomial as $\lambda\left(\mu_{k}\right)=\lambda_{0}+\lambda_{1} / \mu_{k}^{2}+\mathcal{O}\left(\mu_{k}^{-4}\right)$. Then, it follows that $\lambda_{0}$ satisfies $A\left(\lambda_{0}\right)=0$ and the second term $\lambda_{1}$ can be obtained by solving $A^{\prime}\left(\lambda_{0}\right) \lambda_{1}+B\left(\lambda_{0}\right)=0$. Because $A$ is a linear function, its root can be straightforwardly determined

$$
\begin{aligned}
\lambda_{0}=-\frac{1}{c_{2}\left(\alpha_{u} \beta_{u}+\alpha_{v} \beta_{v}\right)^{2}} & {\left[\alpha_{v} \beta_{v} f_{w} h_{u}-\alpha_{v} \beta_{u} f_{w} h_{v}+\alpha_{v}^{2} \beta_{v}^{2} c_{2} f_{u}\right.} \\
& -\alpha_{v}^{2} \beta_{u} \beta_{v} c_{2} f_{v}-\alpha_{u} \beta_{v} g_{w} h_{u} \\
& +\alpha_{u} \beta_{u} g_{w} h_{v}-\alpha_{u} \alpha_{v} \beta_{v}^{2} c_{2} g_{u}+\alpha_{u} \alpha_{v} \beta_{u} \beta_{v} c_{2} g_{v} \\
& +\alpha_{u} \alpha_{v} \beta_{u} \beta_{v} c_{2} f_{u} \\
& \left.-\alpha_{u} \alpha_{v} \beta_{u}^{2} c_{2} f_{v}-\alpha_{u}^{2} \beta_{u} \beta_{v} c_{2} g_{u}+\alpha_{u}^{2} \beta_{u}^{2} c_{2} g_{v}\right]
\end{aligned}
$$

This implies that for sufficiently large $\mu_{k}$ the roots of (A.1) will be close to $\lambda_{0}$ within a term of order $1 / \mu_{k}^{2}$.

## Appendix B. Conditions for the emergence of Dirac-induced patterns

To compute the conditions yielding the emergence of Dirac-induced patterns, one can proceed in the same way as before. Moreover, let us remark that the conditions for the stability of the homogeneous equilibrium are the same of the previous case, of the uncoupled dynamics has not changed.

The fact that $c_{2}=0$ simplifies the coefficients of the polynomial whose stability needs to be determined. In fact, now we are dealing with the following:
$a \lambda_{k}^{3}+b \lambda_{k}^{2}+c \lambda_{k}+d=0$,
where
$\left\{\begin{array}{l}a=1 \\ b=-\left(f_{u}+g_{v}+h_{w}\right), \\ c=\varrho_{1}\left(\mu_{k}^{2}\right), \\ d=\varrho_{2}\left(\mu_{k}^{2}\right),\end{array}\right.$
and $\rho_{1}$ and $\rho_{2}$ are now linear curves in $\mu_{k}^{2}$.
The first one has the following form $\varrho_{1}\left(\mu_{k}^{2}\right)=\mathcal{X} \mu_{k}^{2}+\mathcal{Y}$, explicitly
$\left\{\begin{array}{l}\mathcal{X}=-\left(f_{w} h_{u}+g_{w} h_{v}\right), \\ \mathcal{Y}=f_{u} g_{v}-f_{v} g_{u}+h_{w}\left(f_{u}+g_{v}\right),\end{array}\right.$
while the second one is $\varrho_{2}\left(\mu_{k}^{2}\right)=\mathcal{Z} \mu_{k}^{2}+\mathcal{K}$, explicitly:
$\left\{\begin{array}{l}\mathcal{Z}=g_{w}\left(f_{u} h_{v}-f_{v} h_{u}\right)+f_{v}\left(g_{v} h_{u}-g_{u} h_{v}\right), \\ \mathcal{K}=h_{w}\left(f_{v} g_{u}-f_{u} g_{v}\right) .\end{array}\right.$

The Routh-Hurwitz criterion [71,72] gives us the following necessary and sufficient conditions for stability

$$
\begin{align*}
a>0 \\
b>0 \\
b c-a d>0  \tag{B.2}\\
d>0
\end{align*}
$$

As before, $a$ and $b$ are always positive and such conditions can never be violated. Let us hence study the condition $d<0$, i.e., we need to impose that $\rho_{1}<0$. Since the coefficient $\mathcal{K}$ is always positive, the condition reduces to imposing $\mathcal{Z}$ negative
$g_{w}\left(f_{u} h_{v}-f_{v} h_{u}\right)+f_{v}\left(g_{v} h_{u}-g_{u} h_{v}\right)<0$,
which is our first condition for Dirac-induced patterns. Let us then proceed in studying the Routh-Hurwitz condition $b c-a d<0$, which translates into a new linear curve $\rho_{3}\left(\mu_{k}^{2}\right)=\mathcal{J} \mu_{k}^{2}+\mathcal{L}$, where now
$\left\{\begin{aligned} \mathcal{J} & =b \mathcal{X}-\mathcal{Z}=\left(f_{u}+g_{v}+h_{w}\right)\left(f_{w} h_{u}+g_{w} h_{v}\right)-g_{w}\left(f_{u} h_{v}-f_{v} h_{u}\right) \\ & \quad-f_{v}\left(g_{v} h_{u}-g_{u} h_{v}\right), \\ \mathcal{L} & =b \mathcal{Y}-\mathcal{K}=-\left(f_{u}+g_{v}+h_{w}\right)\left[f_{u} g_{v}-f_{v} g_{u}+h_{w}\left(f_{u}+g_{v}\right)\right] \\ & \quad-h_{w}\left(f_{v} g_{u}-f_{u} g_{v}\right) .\end{aligned}\right.$
Hence, patterns are obtained if $\mathcal{J}<0$ or if $\mathcal{L}<0$, namely if at least one the two condition

$$
\left\{\begin{array}{l}
\left(f_{u}+g_{v}+h_{w}\right)\left(f_{w} h_{u}+g_{w} h_{v}\right)<g_{w}\left(f_{u} h_{v}-f_{v} h_{u}\right)+f_{v}\left(g_{v} h_{u}-g_{u} h_{v}\right)  \tag{B.4}\\
\left(f_{u}+g_{v}+h_{w}\right)\left[f_{u} g_{v}-f_{v} g_{u}+h_{w}\left(f_{u}+g_{v}\right)\right]>h_{w}\left(f_{v} g_{u}-f_{u} g_{v}\right)
\end{array}\right.
$$

is satisfied. Let us observe that the second condition is never satisfied because of the conditions for the homogeneous equilibrium. In fact, the expression $\left(f_{u}+g_{v}+h_{w}\right)\left[f_{u} g_{v}-f_{v} g_{u}+h_{w}\left(f_{u}+g_{v}\right)\right]$ is always negative, while $h_{w}\left(f_{v} g_{u}-f_{u} g_{v}\right)$ is always positive.

Summing up, the conditions for Dirac-induced patterns are the following

$$
\left\{\begin{array}{l}
g_{w}\left(f_{u} h_{v}-f_{v} h_{u}\right)+f_{v}\left(g_{v} h_{u}-g_{u} h_{v}\right)<0  \tag{B.5}\\
\left(f_{u}+g_{v}+h_{w}\right)\left(f_{w} h_{u}+g_{w} h_{v}\right)<g_{w}\left(f_{u} h_{v}-f_{v} h_{u}\right)+f_{v}\left(g_{v} h_{u}-g_{u} h_{v}\right)
\end{array}\right.
$$

Also in this case, we can study the asymptotic behavior of the roots of the polynomial (B.1) for $\mu_{k} \gg 1$. Let us thus rewrite the latter polynomial as follows
$p(\lambda)=\mu_{k}^{2} \tilde{B}(\lambda)+\tilde{C}(\lambda)$,
where $\tilde{B}$ and $\tilde{C}$ are polynomials in $\lambda$ of degree 1 and 3 . By dividing the previous expression by $\mu_{k}^{2}$, we obtain again a polynomial in $\lambda$ sharing the same roots as the previous one. Let us assume $\mu_{k} \gg 1$ and write the root of the polynomial as $\lambda\left(\mu_{k}\right)=\lambda_{0}+\lambda_{1} / \mu_{k}^{2}+\mathcal{O}\left(\mu_{k}^{-4}\right)$. Then, $\lambda_{0}$ satisfies $\tilde{B}\left(\lambda_{0}\right)=0$ and the second term $\lambda_{1}$ can be obtained by solving $\tilde{B}^{\prime}\left(\lambda_{0}\right) \lambda_{1}+\tilde{C}\left(\lambda_{0}\right)=0$. Being $\tilde{B}$ a first degree polynomial, its root can be straightforwardly determined
$\lambda_{0}=-\frac{f_{w} g_{v} h_{u}-f_{w} g_{u} h_{v}-f_{v} g_{w} h_{u}+f_{u} g_{w} h_{v}}{g_{w} h_{v}+f_{w} h_{u}}$.
This implies that for sufficiently large $\mu_{k}$ the roots of (B.1) will be close to $\lambda_{0}$ within a correction of order $1 / \mu_{k}^{2}$.

## Appendix C. Stationary patterns

Throughout this work, we have always dealt with dynamical patterns, which are made possible by the formalism hereby introduced. However, as we have mentioned in the Main Text, there are cases in which the patterns are stationary, even when one deals with allowing for oscillatory instabilities, such as 3 interacting species [73] or hyperbolic reaction-diffusion systems [79].


Fig. C1. Dispersion relation and stationary Turing patterns In panels (a) and (b) we show the real and imaginary part of the dispersion relation, respectively, for the case of Turing patterns (i.e., with diffusion) on the 2D lattice. We can see that, when the real part of the dispersion relation is positive and the corresponding imaginary part is zero, while the modes with non-zero imaginary part have a negative real part. The dynamics of the stationary patterns for the 3 interacting species ( $u, v, w$ ) are shown in panel (c). Panels (d), (e) and (f) show the analogous setting but for the Random Eulerian Networks. The parameters for both cases are $\sigma_{1}=0.2, \sigma_{2}=-7.8, \sigma_{3}=-2, \eta_{1}=$ $-3, \xi_{1}=-0.5, \xi_{2}=5, \zeta_{1}=0.1, \zeta_{2}=6, \zeta_{3}=6, \zeta_{4}=1, c_{1}=-1, c_{2}=1, \alpha_{u}=1, \alpha_{v}=$ $1, \beta_{u}=1, \beta_{v}=0.1$; the initial perturbation is the order of $10^{-2}$.

For sake of completeness, in Fig. C1, we show, for both the 2D lattice and the Random Eulerian Network, the dispersion relation and the patterns in a setting in which the latter are stationary, i.e., the parameters are chosen from the green region of Fig. 2(a). We can see that, when the real part of the dispersion relation is positive and the corresponding imaginary part is zero, while the modes with nonzero imaginary part have a negative real part. Hence, the pattern is stationary.

Let us conclude by stressing that the fact the imaginary part of the dispersion relation is non-zero in correspondence of the unstable modes does not automatically guarantee a dynamical pattern. In fact,
for hyperbolic reaction-diffusion systems on networks, there have been found settings in which the modes responsible for the instability have zero imaginary part, which is non-zero for negative modes, but patterns are oscillatory [74]. Also the opposite case can verify, hence, one may have the unstable modes with zero imaginary part, but the patterns can be oscillatory. The latter cases are not common and in general the imaginary part gives a good indication of the resulting pattern, even though one always needs to perform the numerical experiment before claiming the nature of the pattern.

## Appendix D. Supplementary data

Supplementary material related to this article can be found online at https://doi.org/10.1016/j.chaos.2023.114312.
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