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- Fundamental Rights and the Use of Artificial Intelligence in Court*

Jean-Marc van Gyseghem

14.1 INTRODUCTION

The modern world increasingly integrates information and communication technologies into
more and more digital services. This involves the use of artificial intelligence (AI) and its
algorithms with, necessarily, a transfer of data between various stakeholders, whether through
networks or devices.

When introducing its report on algorithms and human rights, the Committee of Experts of
the Council of Europe explained that:

Automated data processing techniques, such as algorithms, do not only enable internet users to
seek and access information, they are also increasingly used in decision-making processes, that
were previously entirely in the remit of human beings. Algorithms may be used to prepare
human decisions or to take them immediately through automated means. In fact, boundaries
between human and automated decision-making are often blurred, resulting in the notion of
“quasi- or semi-automated decision-making.”

The move from human to algorithmic justice implies multidisciplinary interactions between
multiple actors processing data. It also involves new actors, such as the developers of software
and algorithms. This multitude of stakeholders can make it difficult for citizens to have a real
understanding of the algorithm or system beneath the Al But what do we mean by AI?

The Council of Europe considers that “in the broadest sense, the term refers indistinctly to
systems that are pure science fiction (so-called ‘strong” Als with a form of self-awareness) and
systems that are already operational and capable of performing very complex tasks (face or voice
recognition, vehicle driving — these systems are described as ‘weak’ or ‘moderate’).” In other
words, “algorithms need not be software: in the broadest sense, they are encoded procedures for
transforming input data into a desired output, based on specified calculations. The procedures

" This work has been done with the financial support from the European Union’s Horizon 2020 general MGA program
under Grant Agreements no. 8308g2 (SPARTA) and FIIDER dans le cadre du portefeuille de projets WAL-F-CITIES
(2017-2020) pour la Région Wallonne This publication reflects the views only of the authors and the European
Commission cannot be held responsible for any use which may be made of the information contained therein.

' Committee of Experts on Internet Intermediaries (MSENET — Colf), “Algorithms and Human Rights: Study on the
Human Rights Dimensions of Automated Data Processing Techniques and Possible Regulatory Implications” at 3,
https://edoc.coe.int/en/internet/758g-algorithms-and-human rights-study-on-the-human-rights-dimensions-of-automated-
data-processing-techniques-and-possible-regulatory-implications.html (accessed July 10, 2020).

* Council of Europe, “What's AL” wwiw.coe.int/enfweb/artificial-intelligence/what-is-ai (accessed July 10, z020).
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presumption of innocence, the right to be informed promptly of the cause and nature of an
accusation, the right to a fair hearing and the right to defend oneself in person.”?

This chapter will explore the use of Al as an actor/instrument of justice with respect o various
fundamental rights and guarantees, such as the right to respect for private life and a fair trial,

. which might be significantly impacted by AL

"The division of this chapter in sections and subsections is obviously arbitrary and not an easy
task. [ndeed, the concepts analyzed are common to various fundamental rights. However, the
chapter atternpts to structure the analysis in a linear way,

name both a problem and the steps by which it should be solved.” Algorithms are thus perceived
as “a series of steps undertaken in order to solve a particular problem or accomplish a defined
outcome.”™ :

Reading these two statements, the question arises whether the definition of “intelligence” a
“the ability to learn, understand, and make judgments or have opinions that are based on reasor’
is still valid.# Obviously, Al needs humans to exist, Even if Al could develop itself autonomous!
by getting information and data, human intelligence is still needed to make it work. Al \vil_.
either be an expert-level systern receiving data and rales/models to deliver a response, or it will be
a machine learning system receiving results and data and delivering rules/models, or both. But.
in each case, the human is at the base of the way in which Al operates. Al does what humans tel
it to do, or use the knowledge provided at its creation, with all the potential biases that will bie
discussed in this chapter. .:

The use of algorithms in justice raises many questions, such as the ones about the transpar
ency of data processing and decisions but also about further processing, impartiality/presumption
of innocence, and equal access to justice. All these issues have a significant impact on
fundamental rights, which states cannot divest themselves of. Citizens are entitled to dign.:
and respect, and the use of Al in court will necessarily have to take these rights into accou
These questions will be addressed in this chapter. _.

The OECD stated in May 2019 that “Al systems should be designed in a way that respects the
rule of law, human rights, democratic values and diversity, and they should include appropriats
safeguards — for example, enabling human intervention where necessary — to ensure a fair a_p&
just society.”® This summmarizes the issues raised by the use of Al in any processing and, even

14.z TRANSPARENCY

.21 Principles

We will analyze the concept of transparency from two perspectives, namely, the right to a fair
trial and the right to data protection.® Transparency is a cornerstone of these two fundamental
rights: is found it in the data protection legislation as well in Article 6 of the ECHR (in the case
of the right to a fair trial). With reference to justice, it is an element of democracy; indeed, it
makes it possible to differentiate between a democratic regime and = dictatorship.

The European Court of Human Rights (ECtHR) considers that the requirement of transpar-
ency and the right to information deriving from it are fundamental.? The lack of transparency may
give rise to a violation of Article 8 of the ECHR, as the ECHIR stated in a judgment of January 17,
2019." The case was about administrative proceedings in which a transgender Macedonian
national, registered as female, had introduced a request of modification of the sex/gender marker
on his birth certificate. After a diagnosis of transsexuality and an adequate hormonal treatment, he
sticceeded in modifying the first name to a clearly male one. However, the sex/gender marker and
numerical personal code remained the same (female). The reason for this was that no official
document showing the change of gender was produced. The applicant complained, with no
success, of the absence of a regulatory framework for legal gender recognition and the arbitrary
imposition of a requirement for genital surgery. The ECHHR considered that the lack of any
regulatory framework led to a lack of transparency ensuring the right to respect for the applicant’s
private life. The ECHHR concluded that the “Tegal framework in [the former Yugoslav Republic of
Macedonia} does not provide ‘quick, transparent and accessible procedures’ for changing gender
on birth certificates for transgender people.”™

The ECtHR’s decision can be easily transposed to the framework of justice. ‘Transparency is a
fundamental right of every individual, which must be adequately protected even in the context
of the administration of justice.

mote, when using it in the course of justice.

First, it is necessary to highlight the fact that technologies are more and more integrated in the
professional world, in decision-making, and in the legal environment. Al does not change this
paradigm, but triggers multidisciplinary interactions between computer scientists, lawyers, polic
makers, sociologists, ete. In other words, Al is not only a technical tool, but it also involves lega
and social issues. ;

With Al, decision-making is transformed from non-autonomous systems, characterized by ful
human control, to autonomous systerns with no or very limited human control. The rise of
algorithmic governance entails a lessening of human control and selFempowerment over
matters that involve decision-making, Needless to say, this less human approach entails num
ous legal and ethical dilemmas.

About the use of Al in a judicial context, the Committee of Experts on Internet intermedigrie_s
(MSINET) of the Council of Europe® highlights the fact that the use of Al in crime pre\fenﬁq :
and criminal justice might generate some benefits, such as facilitating the processing of ]arg?
amounts of data faster. In the past, terrorist attacks have put the use of Al under the spotlight; as
states asked social networks to use algorithms to track potential terrorists. However, Al is no
harmless in terms of “freedom of expression, it also raises concerns for fair trial standard_s
contained in Article 6 of the European Charter of Human Rights (ECHR), notably t

Brought to the field of justice, the right to transparency extends, among other things, to the
reasoning of judicial decisions. In a judgment of November 16, 2010, the ECtHR had the opportun-
ity to reiterate this principle in a case relating to a decision handed down by a Belgian assize court,”

7 Ibid. at 1o.

* This is linked with Asticle 8 ECHR.

 ECHHR (Grde Ch.), 17 October 2019, no. 1874413 and 856743, Lopez Ribalda and others v, Spain, § 131. See also Jean
Herveg and Jean-Marc Van Gyseghem, “La protection des donndes & caractere personnel en droit européen:
chrorique de jurisprudence 2019” (2020 1 Journal européen des droits de homme { Buropean Journal of Human
Rights z0.

** BECHR, 17 January zo19, X v. the former Yugoslav Republic of Macedonia, no. 20083416,

" Ihid.

¥ ECHHR (grand chamber), Taxquet v. Belgium, no. 926/05, 16 November 2010,

3 T. Gillespic, “The Relevance of Algorithms” in 'F. Gillespie, P. Bocvkowski, and K. Foot (eds.), Media Technolog
Essays on Communication, Materiality, and Sociefy (Cambridge, MA: MIT Press, z014) 167. . _ .
+ Cambridge Dictienary, emphasis added, hitpsi/idictionary.cambridge.org/dictionary/english/intelligence (accesse
July 10, 2020). . :
 QECD, Shaping the Digital Tronsformation in Latin America (Paris; OECD z2019) gz, with reference to the OEGE
Principles on Artificial Intelligence. :
& MSI-NET - CoF, n. 1,
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The applicant had been convicted by the assize court in Ligge of murder an.d attempted m.urder. A
that time, sitting juries had to answer yes or no to questions asked by the president of the assize court
There was no reasoning for the decision, only an arithmetic calculation of the answers given to ih':
various questions that lead to a decision of guilt or acquittal. The applicant therefore brc?ught an
action before the ECtHR on the ground that the judgment of the assize court violated Article 6 §§
1 and 3 (d) of the ECHR, inter alia, on account of the failure to give a reasoned jufigment Th
ECHR considered that “the questions, which were succinctly worded and were identical for all th
defendants, did not refer to any precise and specific circumstances that could have enabled the
applicant to understand why he was found guilty.”? Prior to that, the ECtﬁR pointed out th‘at “th';
national courts must indicate with sufficient clarity the grounds on which they base their decs
stons™* and that such a staternent of reasons obliges “judges to base their reasoning on objectiv
arguments, and also preserve the rights of the defence,” “it must be clear from the decis{on that the _
essential issues of the case have been addressed.”® Tt should be noted, however, that the ECtHR alsq :
made it clear that the absence of a statement of reasons does not automatically entail a violation'o
Article 6 ECHR., Indeed, it is also necessary to ascertain whether other elements of the procedu €
could make up for the lack of a statement of reasons. . . 2
Another aspect of transparency lies in the public nature of the hearmg: the hearings bt?fo_rg
any court must be public — with some exceptions. This publicity “contnbutes_ to .the achié
ment of the aim of Article 6(1) ECHR, namely a fair trial, the guarantee of which is one of the
fundamental principles of any democratic society.”” ] :
Consequently, whether we are at the level of Article 6 or Article 8 ECHR, transpareric

is required.

14.2.2 Transparency and Al

It is necessary to question the compatibility of Al with the principle of transparency. While Al i
basically the result of hwman creation, it subsequently develops it.s 0\:.1] I(nlowledg;e’}. Th}.
development takes place using the algorithm that underlies its relative mtellfgen.ce, as we
saw in Section 14.1. Al works in secret, and no one is able to assist in its internal ‘flehberahon .
How can such secrecy be compatible with the transparency required by both Article 6 and 8 0
the ECHR? Furthermore, if it is not compatible, how can Al be used in coust?

The OECD published a set of recommendations on the use of AL One of them hi.gh]ighi‘s ‘
fact that Al actors commit to transparency regarding AL™® This being said, the question remai

% Ibid. at § 96.

“ 1hid. at § g1. See also FCHHR, Hadjianastassiou v. Greece, no. 12945/87, 16 Decemnber 199z at § 33,

B ECHR, n.o1zat § gu .

" Thid. See also Boldea v. Romania, ne. 19997/02, § 30, 15 February 2007. o o - L

7 ECHIR, “Guide on Article 6 of the Earopean Conventien on Human Rights (Criminal LimD)” (April 30,‘20'20)_ at4d
See atso ECHHR, Riepan v. Austria, no. 3511577, § 27; Krestovskiy v. Russia, no. 14040/03, § 24; Sutter v. Switzerlan
no. 8200/78, § 26.

® OECD, “Recommendation of the Council on Artificial Inteltigence,” OECD/LEGAL/ogqg (Ma)t 22, 2019, hﬂP
vecd aifassets/filesfOECD-LEGAL-casg-en.pdt (accessed Angust 5, 2020). “Al Actors shouid.commlt.to fransparef
and responsible disclosure regarding Al systems. To this end, they should provide meaningful information, appro.p_r_!_
to the context, and consistent with the state of art: ;

) to foster a general understanding of Al systems, . o

i) to make stakeholders aware of their interactions with Al systems, including in the workplace,
) to enable those affected by an Al system to understand the outcome, and, .
) to enable those adverscly affected by zn Al system to challenge its outcome based on plain and easy
understand information on the factors, and the logic that served as the basis for the prediction, recomrnen&.qti

or decision,”
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whether the use of algorithms in the work of the judiciary meets the requirement of transparency

at the level not only of decision—making, but also of the data processing that is carried out.

'The European Commission for the Efficiency of Justice (CEPE]) published the Furopean
Lithical Charter on the Us= of Artificial Intelligence in Judicial Systems and their environment,
jin December 2018. The CEPE]J highlights that the lack of transparency might come from
intellectual property issues. Indeed, and as already mentioned, the creation process behind each
Al is likely to imply patents or copyright, trade secrets, ete. This situation leads to a protection of
the creation (source code, etc.) that is likely to be in conflict with transparency. CEPE]J
recommends that “a balance must be struck between the intellectual property of certain
processing methods and the need for transparency (access to the design process), impartiality
(absence of bias), fairness and intellectual integrily (prioritising the interests of justice) when
tools are used that may have legal consequences or may significantly affect people’s lives,”? The
Charter thus points out the issues raised by the tension between the use of Al and the duty of
transparency required by fundamental rights.

There is a delicate balance to be struck between the right of the designer of the algorithin to
keep his creation secret and the right to know what the algorithm hides. This is even more true
when the right to a fair trial is at stake, This balance will not be easy to find, as the holder of the
intellectual property right will be extremely reluctant to disclose the codes of the algorithms. In
trying to find a solution, CEPEJ highlights options ranging from a total technical transparency to
an audit of the systemn by independent authorities or a certification granted by public authorities
with regular reviews.™

Calls for “open source” algorithms seem to be misleading: it is hard to imagine a developer
making an algorithm completely transparent, after having invested time and money in its
development. It also seems useless to demand such transparency, which clashes with other
principles relating to intellectual property. Developers usually rely on intellectual property rights
{IPR) or other legal and technical protections for their licensing strategy. Transparency may
trigger tensions between the need to create new applications and the need to protect invest-
ments. However, such transparency might be reached when the public authority is the source of
the algorithm (which is rarely the case).

it can be observed that many companies are not in favor of licensing their product under an
open scheme such as open source. This trend finds its justification in the fact that innovation
needs IP protection to remunerate investments. The reluctance seems even stronger when
dealing with algorithms such as those used in the field of Al, where competition is strong.
Indeed, such inventions are at the core of the business model of many companies, As discussed
above, this reluctance to license under open schemes affects the transparency principle of
privacy protection and a right to a fair trial,

Loomis v. Wisconsin® is an example of this lack of willingness to be transparent. In that case,
the US Supreme Court refused to consider Mr. Loomis’ appeal. Mr. Loomis applied to the US
Supreme Court to gain access to the source code of the software named COMPAS, on fair trial
grounds. Mr. Loomis had been sentenced to a prison term by the Supreme Court of Wisconsin,
which had based its decision on the results of COMPAS. This software calculates the risk of a
person reoffending within two years on the basis of 137 analytical criteria. Before the Wisconsin

" CEPEJ, “Furopean IZthical Charter on the Use of Artificial Intelligence in Judicial Systems and Their Environment,”

adopted at the 315t plerary meeting, Strasbourg (December 34, 2018}, https:/frm.coe.intfethical-charter-en-for-publi
cation~y-december201846808f6ggc (accessed July 13, 2020),

* Ibid. at 11.

* Loomis v. Wisconsin, cert, denied, 137 $.Ct. 2290 {a017).
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Supreme Court, Mr. Loomis argued that “COMPAS reports provide data relevant only to
particular groups and because the methodology used to make the reports is a trade secret” he
“asserted that the court’s use of the COMPAS assessment infringed on both his right to an
individualized sentence and his right to be sentenced on accurate information.”*
Furthermore, the lack of openness might also impact the availability of the results created by
Al, and the availability of the data reduces the possibility to improve algorithms. Indee
algorithms need to be fed with data to improve; if the amount of data is reduced, the evolution
of algorithms is curtailed and, consequently, there could be a reduction in the quality of th
results, as well as the competition between developers. This, in other words, could mean th
only big companies would have the ability to improve algorithms; by reducing the competitio
there is a high risk of creating.a monopolistic position; with a reduction of the quality of service
rising costs, and so on. For these reasons, there are now growing demands for the use of ope
data {and not open source), which would allow smaller developers to create Al systerns with
fewer constraints. It should incidentally be noted that the Furopean Union promotes open da
as an instrument for research.™ :
While it seems unrealistic to demand open-source Al, it seems desirable to require mor
transparency on the way the algorithm works. In other words, the developer should provide the
public with “key subsets of information about the algorithms . ... for example which variables are i
use, which goals the algorithims are being optimized for, the training data and average values an
standard deviations of the resulis produced, or the amount and type of data being processed by th
algorithm.” This would likely meet the requirement of fransparency of Article 8 ECHR, as weéll
as Regulation (EU) 2016/679 of 27 April 2016 on the protection of natural persons with regard ¢
the processing of personal data and on the free movement of such data (GDPR hereafter) an
Directive (EU) 2016/680 of 27 April 2016 on the protection of natural persons with regard to th
processing of personal data by compelent authoritics for the purposes of the prevention, invest
gation, detection or prosecution of criminal offenses or the execution of criminal penalties, and o
the free movement of such data (the Directive hereafter), and Article 6 ECHR. _
There must be transparency about the source of the data, as implicitly demanded by botl
Article 6 and 8 ECHR. Indeed, Article 6 ECHR requires equality of arms, and respect for th
adversarial process. This, in turn, implies that the data being processed must be subject to:
contradictory control by the parties, as regards both the data’s quality and lawfulness. Thi
transparency of the source of the data is also required in terms of privacy. Thus, the transparerc
principle contributes to the guarantee of the informational self-determination of the data subjéc
and acts as a control on the elements on which the judge bases the analysis of the case. Thi

the trend towards using automated processing techniques and algorithms in erime prevention
and t.hc criminal justice system is growing. Indeed, there may be some benefits in such use as
massive data sefs may be processed more speedily or flight risks assessed more accurately,
Moteover, the usc of automated processing techniques for the determination of the length of
a prison sentence may allow more even approaches to comparable cases.®

However, any judgment is built around the elements brought by the parties, including the
prosecutor and investigators, in compliance with the applicable legislation. The parties rmust
respect the applicable legislation, including the one governing privacy. This means that the
parties must have the opportunity to check the legality of the evidence and, more specifically
judges have to base their decisions on these elements combined, as the case may be, with his o;
her own perception of the elements. However, and as stated in the ECIHR, “the question which
must be answered is whether the proceedings as a whole, including the way in which the
evidence was obtained, were fair. This involves an examination of the ‘unlawfulness’ in question
and, where a violation of another Convention right is concerned, the nature of the violation
found.”® And the ECtHR added that: “In that context, regard must also be had to whether the
rights of the defence have been respected, in particular whether the applicant was given the
opportunity of challenging the authenticity of the evidence and of opposing its use, as well as
the opportunity of examining any relevant witnesses,”?

When it comes to Al the algorithm may have access to a large amount of data available on the

Internet, creating a “data lake.” This brings us to the question of big data, which is typically
summarized by reference to the so-called five Vs

e Volume: the amount of data processed over an extremely short time is enormous;
o Velocity: the processing of data is extremely fast;

Variely: the data is available in many different forms (structured, text, irnages, etc.)
o Truthfulness: this concerns the credibility or veracily of the data;

e Value: the data must bring an added value in regard to user-defined goals.

b

. Antoinette Rouvroy points out some issues raised by big data from a privacy perspective. One of
” the issues that can impact the use of Al in the courts is that “in the context of Big Data, it is the
- exponential quantity, and not the quality of the processed data that makes automated processing
- potentially problematic for the rights and freedoms of individuals,™? Rouvroy argues that big
 data focuses more on the quantity than on the quality and concludes that;

by deﬁnitiop, big data are massive amounts of data, a phenomenon that is in direct opposition to
the major European principles of data protection, including the principles of minimization

coneretized by an obligation to provide information, access, etc. : vd
(only data necessary for the purpose) and purpose (data only collected for an identified, dectared

When considering the use of Al in the course of justice, substantial weight should be given
the risk of lack of fairness (including transparency concerns), but also the benefits that Al
bring about. Benefits include faster justice (speedier decisions) and more consistency acr
cases and decisions. These are the two major points highlighted by the various reports on t]ii_?"_tis
of Al in the justice system. The Council of Europe states that .

| ¥ 1bid. at 10,

® ECIHR, Allan v. United Kingdom, no. 48535/99, 5 November 2002 at 42,

77 Ihid. at $43.

The Council of Eurape defines big data as “the growing technological ability to collect, process and extract new and
predictive knowledge from great volume, velocity, and variety of data. In terms of data protection, the main issues do

not only concemn the volume, velacity, and varicty of processed data, but also the analysis of the c[a;ta using software to
extract new and predictive knowledge for decision-making purposes regarding individuals or groups.” CoF,
Guidelines on the Proteetion of Individuals with Regard to the Processing of Personal Data in a Worla of Bi‘,
Data,” T-PD(zo17)1 at 2. i

® A ‘ervmy, “Homo juridicus estil soluble dans les données?” www.rcsearchgate.ncb’publicab’oh/gzl193294 Homo

juridicus_est-1_soluble_dans_les_donnces (accessed July 13, 2020); see also A. Rouvroy, “Des données et des E:ommc.;

Draits et libertés fondementaux  Pzrc des données massives,” Comseit de I'farope, T—P,D-BUR (2015) og RV, Janua :
2616; and D, Gray and D. Keats Citron “The Right to Quantitative Privacy” {2013) 98 Minnesota Law Revr’mv,ﬁz. "

= State v. Loomis, 881 N.W.zd 749 (Wis. 2016) (zo17) 130 Harvard Law Revicw 1530; see also Ellora Tsrani, “Algorith
Due Process: Mistaken Accountability and Attribution in State v. Loomis,” Jolt Digest (August 31, 2017), https:/folt
Jharvard.edu/digestialgorithmic-due-process-mistaken-accountability-und-attribution-in-state-v-loomis-1. {accessed:
5, 2020). :

*3 See, e.g., the Health Pragramme Database, https://data.curopa.eu/eusdp/fi/data/datascthealth-programmes-datal
(accessed July 13, 2020). =

= MSI-NET - CoE, n. 1 at 38.
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and legitimate purpose), time limitation (data must be erased once the purpose has been
achieved, and may not be used, with some exceptions, for other purposes than these initially
declared) .. .. Big Data, on the contrary of minimization, is the maximum collection, automatic,
by default, and unlimited storage of everything that exists in digital form, without there
necessarily being a purpose established a priori: the usefulness of the data only becomes
apparent along the way, thanks to the statistical practices of data-mining, machine-learning,
ete. A priori useless data may prove extremely useful in the long run for profiling purposes, for
example, and become more useful as the data sets grow larger. ™

In the context of justice, the two values of volume and truthfulness raise issues. The issue of
volume was discussed above, the problem of truthfulness will be discussed here of data. Assurning
that having mass data does not pose a probler, it is still necessary to have quality data, especially:
when such data is being used as a basis for a judicial decision — a decision that will necessarily have
effects, positive or negative, on the concerned individual. “Data analysis algorithms are applied
large amounts of data to find pattems of correlation within datasets without necessarily making a:
statement on causation . . .. The use of data mining and pattern recognition without ‘understand-
ing’ their correlation or causal relationships may lead to errors and raise concerns about daty;
quality.”® Ts the data source reliable? Is the data continuously updated? These are the questions
that must necessarily be asked when Al is used in the administration of justice. The quality of th
data is also a question for the existing legal databases used by the algorithms. Let us imagine that
Mr, X appears in court for assault and battery, He acknowledges the facts and will therefore e
convicted with a moderate sentence due to his confession. However, the algorithm processed by
finds, in the databases that it has access to, a previous judgment rendered in another country
convicting Mr, X based on similar facts. With this new element, the Al systemn could recommend
the sentencing of Mr. X to a heavier penalty, on the grounds that he is a recidivist. However; it
turns out that the judgment found by the algorithm and used to set the sentence had been
overturned on appeal, but that decision was not accessible. In this scenario, the data had obvious
not been updated. This example shows the need for the citizen to know where the data comes
from and whether it is current. In sum, although Al has a large volume of data at its disposal, thi
does not mean the Al outcome is reliable. The Al can and should be, at most, only an aid to't'h___
decision, but not the decision-maker itself. It must, moreover, be accompanied by transparency, .

The above hypothetical raises the issue of the integrity of automated decision-making. The/
will process daia received or taken from databases and will deliver a decision (even under th
form of a suggestion). Both the GDDPR and the Directive address the issue of automate
decisions by recognizing the principle of prohibition. .'

Automatic decision-making also includes profiling, which is defined as “any form of ai}f
mated processing of personal data consisting of the use of personal data to evaluate certai
personal aspects relating to a natural person, in particular to analyse or predict aspects concer
ing that natural person’s performance at work, economic situation, health, personal preferen
interests, reliability, behaviour, location or movements.”** Because of the dangers of proﬁ]ing-
the Directive prescribes a prohibition on automated decision-making, unless the member sta
establishes appropriate safeguards. The same holds true for the GDPR, which also lays down
principle of prohibition, with exceptions that must be interpreted restrictively.

* Rouvroy, 0. 29.
* MSINET - CoE, n. 1 a1 6,
3 Art. 4(4) GDPR.
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The rationale behind these two provisions is to prevent individuals from being profiled
without their knowledge and without any rules to protect their data or, more generally, their
privacy. From this point of view, we can link this principle to the notion of fairness in
Article 6 ECHR.

li seerns important to note that if Al is introduced in the context of court proceedings, it nuust
remain under the contral of the user who is, for the purposes of this contribution, the judge. The
CEPEJ?* expresses this concern staling that the Al must help the user to gain autonomy, instead
of reducing it. This also means that a judge must be able to control the automatic decision,
without being bound to it. However, as highlighted by the CEPE], this requires an education of
the users with respect to legal tech (LT), so as to allow them to understand how to control the
decisions generated by these technologies and the limits of AL, These arguments support the
view that AI should be seen as a decision-making tool, but not as a decision-maker.

In order to guarantee transparency, the citizen and the parties must necessarily have access to
the data that had been processed by Al in order to have the opportunity to challenge its veracity
and bring counterarguments. However, is it possible for the citizen or even his or her lawyer o
analyze the large volume of data processed by AI? In order to reduce the amount of data to be
challenged by the citizen, the judicial decision must be very clear about the elements that the
fudge used to arrive at that decision. Consequently, this means that the work performed by the
Al must be clearly identified and controlled before a binding decision. In other words, a human
(judge) must validate the Al processing, as requested is rendered by both the Directive
and GDPR.

In sum, legislative initiatives will have to he taken to ensure a transparent and fair trial as
required by Article 6 ECHR, and subsequently by the Directive and the GDPR, with respect to
AL These initiatives will need to ensure transparency by providing key subsets of information
about the algorithms to the public, the source of the processed data, and how decisions are
reached. Besides, the concept of empowerment requires that the data subject be given more
control over the subject’s personal data.

14.3 IMPARTIALITY AND PRESUMPTION OF INNOCENCE

14.3.1 Principle

Al‘ﬁcle 6(2) ECHR stated that “Everyone charged with a criminal offence shall be presumed
innocent until proved guilty according to law.” The ECtHR in various cases viewed that:

s a procedural guarantee in the context of a criminal trial itself, the presumption of innocence
Imposes requirements in respect of, amongst others, the burden of proof (Telfnerv. Austria, § 15);
legal presumptions of fact and law (Salabiaku v. France, § 28; Radio France and Others
v. France, § 24); the privilege against self-incrimination (Saunders v. the United Kingdom, §
68); pre-trial publicity (G.C.P. v. Romanid, § 46); and premature expressions, by the trial court or
by other public officials, of a defendants guilt (Allenet de Ribemont, §§ 35-36, Nestik
v. Slovakia, § 88).3

In other words, the defendant is presumed innocent as long as no definitive conviction has
been pronounced.

¥ CEPE], n. 1g.
¥ TCHHR, n. 17 at 58.
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The concept of impartiality is also a major element to the right to a fair triall as ‘Iset by Article 6
(1) ECHR, providing that “in the determination of his civil ng]-]ts anq obhlgat.:ons or of any
criminal charge against him, everyone is entitled to a fair and public hearing within a reasonable
time by an independent and impartial tribunal established by law.”

The ECtHR has stated in various decisions that:

Article 6(1) ECHR requires a tribunal falling within its scope to be impar‘tiai. [mpartiality
normally denotes the absence of prejudice or bias and its existence or OthCI'Wi]SC can bc‘tested
in various ways (Wetistein v. Switzerland, § 43; Micallef v. Malta [QC], §93; N1cholas.v. (‘yprus,.
§ 49). The concepls of independence and impartiality are closely linked and, depefldmg on the
circumstances, may require joint examination (Ramos Nunes de‘ Canfafh? e Sd v, Portugal
[GC], §§ 150 and 152 — see also, as regards their close interrelationship, §§ 1537156; :Samlor .
Lormines v, France, § 62). The defects observed may or may not have been remledled dumﬁlg the

subsequent stages of the proceedings {FHelle v. Finland, § 46; Denisov v. Ukraine [GC], §§ 63,
67 and 72).% .

14.3.2 Impartiality and Presumption of Innocence and Al

If, at first glance, Al gives the impression that it can only be fair given the absence of feelingﬁ; in
fact, however, it remains 2 human creation. Behind all Al, there is human work.. The Councﬂ_.q__
Europe has rightly pointed out that the “algorithms replicate the. functions l?r‘evmusiy'pe[fon'n. .
by human beings but involve a quantitatively and qualitatively d—lfferent decssmn-r'naiung lo-glg_: t '
much larger amounts of data input.”3® It also raised a major point about human mterventlon.m
the creation of the algorithm, by pointing out that:

In the field of crime prevention, the main policy debates regarding the use of algonithms relat.e to:
predictive policing. This approach goes beyond the ability of hun}an beings to draw conclusions
from past offences to predict possible future patterns of crimlc. It HlClL.ldCS df?\reloped autcl)mated-
systems that predict which individuals are likely to become mvoivec! in a crime, of are likely to
become repeat offenders and therefore require more severe sen{el}cmg. It'also includes systems._
meant to predict where crime is likely to take place at a given time which are then U.SEd. fo;
prioritizing police time for investigations and arrests. Such approac‘hes may be highly prgudlma ::
in terms of ethnic and racial backgrounds and therefore require scrupulous ovsr‘mght .and:-
appropriate safeguards. Often the systems are based on existing pelice databases that intention-
ally or unintentionally reflect systemic biases.?

The question of bias is crucial because it can lead to discrimif}ati'on grounded on, fo
instance, gender, race, ethnic or sexual orientation. This would bring }.LIS’[]CC back to the da_rk_@t
years of the Furopean continent, such as 1930-194s. The question is unfortunfiteiy not._qn_ly
theoretical, since situations of algorithms corrupted by bias have already been dls;:overed. E:O_.t
example, the aforementioned COMPAS software has been criticized by. agih-orﬁ wh-o fou_.i.}d“
that some of the criteria taken into account by the algorithm were, albeit indirectly, linked to
race. This, of course, opens the door to racial prejudice.

3% Ibid. at 48.

*® MSINET - CoF, n. 1 at 6.
37 1bid. at 1:~12. o '
#7. 1Lﬂrson S. Matta, L. Kirchner, and ]. Angwin, “How We Analyzed the COMPAS Recidivism Algorithim

Propublica (May 23, 2016), www.propublica.orgfarticlefhow-we-analyzed-the-compas-recidivism-algorithm (access

August 21, 2021).
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The stories that gave rise to the analysis by Issac and Lum3? are as follows:

o An cightecniyear-old girl, who already had a criminal record for acts committed while a
minor, was arrested for atternpting to steal an unlocked bicycle and scooter worth $80 on
the street with another teenager of the same age. Her data was entered into a compuier
program that determined that she was at high risk of re-offending.

o A forty-one-year-old man was arrested for stealing $86.35 worth of tools from a store. This
man had previously been sentenced to five years in prison for armed robbery and

atternpted armed robbery. His data was encoded in a software program that determined
that the risk of recidivism was low.

The results obtained are troubling given the criminal background of each of them, After analysis,
it turned out that there was a difference between the two individuals — the color of their skin: the
teenager was black, and the man was white. Ironically, a review of the records two years luter
showed that the teenager had not been charged with any new crimes, while the man was now
serving an eightyear sentence for breaking into a warehouse and stealing thousands of dollars’
worth of electronic equipment,

With reference to COMPAS, Larson, Mattu, Kirchner, and Angwin® reveal that “black
defendants were often predicted to be at a higher risk of recidivism than they actually were,”™
A contrario, “white defendants were often predicted to be less risky than they were.”® Their
analysis also “showed that even when controlling for prior crimes, future recidivisin, age, and
gender, black defendants were 45 percent more likely
white defendants,”#

This confirms Kraemer, van Overveld, and Peterson’s opinion that:

to be assigned higher risk scores than

some algorithms clearly produce genuine value-judgments. Consider, for example, algorithms
used in decision support programs, i.e. systems that help decision makers to make better
decisions by ranking a set of aliernative actions with respect to some predefined criteria.
A typical outcome of an algorithm used in such a program is a verdict like “Alternative X is
the best option” or “Alternative X is better than altemnative Y with respect to criterion 7.7 It
would be pointless to deny that these sentences express genuine value-judgments #

The authors conclude that “a strong case can be made for the claim that some algorithms are
essentially value-laden. Some algorithms, such as those used for classifying cells as diseased or
non-diseased, forces the designer of the algorithm to take a stand on controversial ethical issues,
e.g. whether it is more desirable to prefer false positive errors over false negative ones.”#

¥ William Tssac and Kristian Lum, “To Predict and Serve? Significance,” The Royal Statistical Society (October 10,
2016), hHp://onlix1(:library.wilcy.cnm/doiho.l1u/;'.1740-9713.2016.oog6o.x/epd{(acccsscd May 15, 2020).

# Larson, Mattu, Kirchner, and Angwin, n. 38,

* Ibid. The authors found that “black deferdants who did not recidivate over a two-year period were nearly twice as
likely to be misclassificd as higher risk compared to their white counterparts (45 percent vs. 23 percent).”

™ Ibid. The authors found that “white defendants who re-offended within the next bwo years were mistakenly labeled fow
tisk almost twice as often as black re-offenders (48 percent vs, 28 percent),”

* Ibid. The authors found that “Black defendants were also fwice as likely as white defendants to be misclassified as
being a higher risk of violent recidivism. And white violent recidivists were 63 percent more likely to have been
misclassified as a fow risk of violent recidivism, compated with black violent recidivists” and that “the violent
recidivism analysis also showed that even when conirolling for prior erimes, future recidivism, age, and gender, black
defendants were 77 percent more likely to be assigned higher risk scores than white defendants.”

¥, Kraemer, K. van Overveld, and M. Peterson, “Is There an Ethics of Algorithms?” (2011) 13(3) Information G

Communications Technology Law 251,
* Ibid.
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The same type of bias can be encoded in relation to, for instance, ethnicity or geographlcal-
location {e.g., place of residence), in predictive criminal softwar.e. Unc}_]ecked', these blaseslcan.
lead to unacceptable injustices in our democratic society. The risk of bias is hlgl"l, anfi can e.ad-
to biased decisions that are not compliant with Asticle 6 ECHR. Tndeed, these biHSE.S ]EOPHI’dlZQ:
the presumption of innocence: as mentioned above, the Stltldy !?y Lflrson,-Matm, Knlrchner, ar;}d
Angwin highlighted major violations. An Al — if created with blasl, intentionally ar not - mig t.
determine in advance that someone is at risk of committing a crime, on Fhe basis (.)f elements
whose quality has not been demonstrated. This shows again the necessity of having human.-

1 over the way Al works. o _
COZ;Z‘; i‘! Furope, }some jurisdictions make use of predictive SOftW'dFC. .Namely, th]s.k;lnd of
software has been set up by the Durham police to predict the risk of an m‘dmdu;ﬂ c'ommlftmg an
offense within a certain period.** Whether or not the individual will be included in a reintegra-
tion program will depend on the result obtained from the process conducted by the software.
The algorithm is supposed to predict an offending act based on thirty-four factc-)rs such as genfler,_
criminal record, age, place of residence, ete. It should be noted that twenty—mne- of these thlrty:
four factors are related to the individual’s criminal record. Oswald, Grace, Uern, and Ba-nmes ;
analysis of the system concludes that “there is a sub-set of (?ecisi(ms around whzc-h there is too
great an impact upon society and upon the welfare of individuals for them to be illﬁuenced by
an emerging technology; to an extent, in fact, that they should be removed from the influence of
algorithmic decision-making altogether.”¥ -

With respect to criminal justice, Leroux aptly points out that:

criminal litigation encompasses diverse realities, not all of wh‘ich are quz.mtiﬁa!:ﬂe or objectifi-
able. Thus, the reasoning followed by the judge in concluding 1".[16 .gu:]t or innocence of a
suspect, while it is certainly based in a decisive manner on the ob;ech.ve e]t?ments revealed b};}r
the investigation and included in the file, can also be DOUTiS]‘EGd.I)y conmdcra.hons that are 1101:;
likely to be brought together in an equation, because they are i‘mke'd t(? feelings or emotions. .];1
this respect, the calculation of probability delivered by analytical justice seems to uisto be ill-
suited to the decision-making process relating to the guilt or innocence of a suspect.

Justice, in other words, is not a simple matter that can be dehumanized andl e:n'trusted exclll?ivel¥
to a software. Even in a “simple” traffic accident, the assessment of responsibtht%es can.be delicate.
Predictive software, hence, could be contrary to the principle of the presux.nptmn of innocence;
So far, we have analyzed software used in predictive apalyses of recidivism, when the court _bls.
already seized of the accused’s case file. Howeves, the same type of software .coulc.i a]so_. _Ie
developed to predict offenses by individuals who are not being accused an('l standing trial yet. I";
this “big brother” scenario, individual behavior would be analyzed outs.mle of the context
criminal litigation, to predict any indictable offense. Needless to say, .tillS use of the softw_a__.
would have an even greater impact on human rights, as well as privacy. In' the \Vorst-§a_se
scenario, an individual may be arrested and convicted not for what he or she' did, l?ut for \yl"iat
the Al claims he or she will do. i the presumption of innocence is already w1de1).f violated wi
software such as COMPAS and HART, this use of predictive technology is even fpo_

46 M. Oswald, I. Grace, S. Urwin, and G. Barnes, “Algorithmic Risk Assessinent ?ulicjng Modcis: L‘?SSOT:; ﬁ]?[r;j'o
Durham HART Model and ‘Fxperimental” Proportionality” (2058) 27(z) Information G Communications Techn
Law 233.

o oid . . L
" O1 Leroux, “Justice pénale et algorithme” in J. B. Hubin, H. Jacquemin, and B. Michaux (cds), Le juge

Falgovithie: Juges augmentés ou justice diminuée (Brussels: Collection du Crids, 2019} 61 (loose translation).

* ECHIR, Airey v. frefand, no. 628043, 9101979,
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problematic in predicting criminal acks. F urthermore, in light of the aforernentioned risk of bias,
entire categories of people would risk being charged with intent to offend, or being put under
surveillance, even when they have nothing improper or illegal. In sum, the use of predictive
software in criminal justice entail risks for the principle of faimess and presumption of inno-
«cence, which are difficult to accept in democratic societies.

14.4 EQUAL ACCESS 10 JUSTICE

This section will consider legal analytics, that is, Al analyzing the jurisprudence of courts, or
individual judges. This technology can be used by courts to reach a decision; the use of this type
of software may entail gains in consistency of the case law and avoid disparity from one court to
another. Many will see this as a major step forward in the search for an egalitarian justice.
However, this developinent also entails risks. For instance, these analytical tools may be used not
only by the courts, but also by individuals committing criminal acts, who would have an
opportunily to adapt their criminal behavior based on decisions rendered in similar cases.
Individuals, in other words, would be facilitated in their costbenefit analysis, while undertaking
criminal activities,

To be sure, legal analytics should not be prohibited; however, we need to be aware of the
deviations to which it may be subject. Leroux points out that “these applications .. . make it
possible to determine which courts are likely to take a more favorable decision and, within
these courts, which judges (identified by name) could be more lenient or stricter.”# Leroux
therefore notes that legal analytics may encourage a propensity to “forum shop”. This raises
not only ethical doubts, but also legal questions concerning equal access to justice: not all
parties will have the same weapons, since the more affluent could benefit from the help of
such software, to the detriment of the less affluent,

Indeed, the switch toward an algorithmic justice, autonomous from any human intervention,
could create an effect of inequality of arms between parties. As Mougenot and Gérard point out,
“it seems obvious that digital modes of dispute resolution are a priori accessible only to people
who have the appropriate equipment and who are computer literate, i.e. who have sufficient
skills to use these systems. Clearly, such a situation leads to a widening of the digital divide.”5® As
a consequence, the switch from a human to algorithmic justice risks of marginalizing a whole
category of litigants who are entitled to fair justice, as guaranteed by Article 6 ECHR. Maoreover,
the ECtHR considered that, based on Article 6 ECHR, governments should take positive
measures o ensure access to justice, and the fulfillment this duty requires that countries
undertake positive action to ensure that access to justice is effectively guaranteed. For these
reasons, the ECHHR has held that litigants suffer a violation of their right of access to justice if
the state fajls to implement sufficient measures necessary for such access, such as the access o a

lawyer.s" We can, quite logically, draw a parallel between this case and the move from human
justice to an algorithmic one. The use of Al as a means of “choosing” one’s judge, or adopting
one’s criminal behavior to evade the justice system, could create a significant inequality of arms

* Ibid. at 5859 (loose translation).
* D. Mougenot and L. Gérard “Justice rabotisée et droits fondamentaux” in Hubin, Jacquemin, and Michaux (eds.),

n. 48 at 41 (loose transtation); see also B. Custers, K. La Fors, M, Joawiak, E. Keymolen, D. Bachlechner, M,
Friedewaldand, and S. Aguzzi, “Lists of Ethical, Legal, Societal and Fconomic Issues of Big Data Technologies,”
llt‘tps:/fpapers.ssm.com/soig/papcrs.cﬁ'n?abstr;lcLid=30910&8&down105d=ycs {accessed July 13, 2020)
para 25,
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problems. Consequently, justice based on Al would not provide access to justice fc;; ai{i, wh;ct}}
mean that governments would fail in their duty to take adequate measures to prfow (la_l dccz:t:ss %
justice. A violation of Article 6 ECHR would therefore take place. The use oti such so ware
should be regulated by law, so that it can usefully assist judges and courts, rather than as a mea.n_s
to elude of the law,

14.5 FURTHER PROCESSING

Another aspect of Al is the further processing of pcrsorlaai data in the sense of t.h? GDE;R Jl;d(;ma}
actors, such as judges and attorneys, have at their disposal databases containing judicia he .
sions. These decisions might contain personal data, such as surnames, first name;;lgfazl ::_;,_
witnesses and judges) and, where appropriate, sensitive data such as hea?th data, Se-x;li i 1 ate
etc. Even when the data is apparently anonymized, the advent of big data Illlg]d tll:]a e re
identification possible. Anenymity thus might be illusory: rfese%lrf:h has dcn}lor;strate. le,};)os-
bility of re-identifying by using only fifteen attributes of an 1nfi;v1du.a] who nac prewo{us) k_ef:t
anonymized.”* In other words, the various elements contaf;ned in a decision ;na)dn(];a‘g_% _
possible to identify the parties, as well as the witnesses or judges. A.s Mou(glet?o. anlbs elrg_r
rightly point out, “the creation of databases of case law, their conse@atmnfatr}ll : ]-;EI:; :;S ;1 ot
use by artificial intelligence systems presznil a r;sk r;to'to,rgz for the privacy of the litigans, also
' s of the court and third parties. R
for’lf:ztc?:tfl sa?i;::}bselie used lor a new purpose: if the initial purpose béing' the renderingiof
justice, the new one is to create a database, often with a lcumrnerc:a} objective. TS].E qucﬁs‘ifo
raised by this new purpose is its compatibility with the original one. The ans;ver to 1;15 C%::; i;o
depends on the obligations incumbent on the managers of these databas—es, .wlw cfan f T) o
as data controllers in the sense of the GDPR. The GD.PR adopts a principle o )pl’[%;ll ition
further data processing for purposes not compatible w1th.the farst processing. 1 e ei;v_vanfn
reminds us that “the notion of ‘compatible’” use has given rise to many gueshons 111)1;;;(: ]lce.. !
the authors of the GDPR have been concemed to further define it. Article 6(4) GDPR thus'se
out a series of criteria for establishing whether the processing otl' data f(')r :jno.thelr j)ug)o?hn
compatible with the purposc of the original co]]ectio.n or noj. 54 ".Ihese Crlfﬁll'd include tﬁe_ .
existing between the two purposes, so that it is pOS'Slblfi to ad.mlt al]' su}?sequentt ylste§ A
linked to, logical and consistent with the stated aims. 55 Besides this, thf con EX 1:];6 i«
the personal data were collected, in particular with rf:gard to the relations 1pfth e
persons data subjects and the controller”® has to be takerla into 3c'c'ount. T,]}; natur; :3 . d
is also relevant, in light of “the increased risk of processing sensitive data”” together with

. - . r - t
# L. Rocher, |. Hendrickx and Y. A. de Montjoye, “Estimating the Success of Re-identifications in Incomplete Da
U.sing Geflerativc Models” (z01q) 10 Nature Communications 3069. :
3 Mougenot and Gérard, n. 5o at 48 (loose translation) ] ‘ .
54 Iéoife’l"crwmgnc “Les principes relatifs au traitement des données & caractere personfnei et i sa }gg;fR;l.r/;n
T(I:r\vangne and ()] Rosier (eds.), Le Réglement général sur la protection des données (RGPD :
approfandie (Brussels: Larcier, 2018) g7-98 {loose translation).
” ld. : . . . . N . ]' :
56 {Elld at g7. The author states that “in order to be correctly identificd and this criterion ;h(‘)uld b? ralad&? tilczs
recital i 2 ti ich the data in question have been collected, in particular the sor
the recital so, which states: ‘the contextin whic . ion | h ular the o
, j i i troller, as to the further use ol
i ts, depending on their relationship with the con cas - furt
expectations of the data subjects, . Ship the Sevant. since Linting what
is criteri ¢ f the: data subject is particularly relevand, sine
ata.” This criterion of reasonable expectations o ‘ ectis . i
:thtlll the data to this which enters into the forecasts of this subject, it allows the lalter to retain controls [he. A
data.” (loose teanslation).
57 Ibid. at 9798 (loose translation).

- special categories)

the judge. Furthermore, any decision taken based
be motivated in comprehensible and ¢l
of education, to understand it. The ju

decision,” as this would be contrary to Article 6 ECHR,

should be provided on the following aspects
justice:

Despite the benefit of using Al in terms of s
- human-made justice to Al-made
and Directive {EU)
- rights of individuals,

- making, but certainly not as a judge itself®
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“possible consequences of the envi

saged further processing for the persons concerned,”s®
Furthermore, one must he ¢

areful to verify “the existence of appropriate safegnards, which
may include enciyption or pseudonymisation.”?

There is no doubt that cout decisions entail the processing of sensitive data (belonging to

» and that the processing of such data for purposes other than the rendering of
justice may have an impact on the data subjects. Often, this makes further

processing incompat-
ible with the initial purpose, that is, the rendering of justice,

14.6 CONCLUSION

Al must be surrounded by the best safeguards to ensure that it does not infringe fundamental
rights, especially in the area of justice. While triggering many questions, the rise of Al also offers
new opportunities for the administration of justice. But does that mean that, in the future, AT will
work autonomously in the place of a human judge? This is unlikely due to the problems noted

by Irsani relating to the use of predictive software such as COMPAS in the field of criminal
justice:

moraily troubling precisely because sentencing should not be casy,
system should lose sleep over the fact that they
liberty, and property. That should be |
hand in this system should have to g
become a part of the criminal justic

- Actors in the criminal justice
are systemically depriving people of their life,
iard. It is a serious, unimaginable thing. Anyone who has a
rapple with the consequences of their work; as algorithims
e system, that ‘anyone’ should include technologists.5

If Al is used in the administration of justice, it must be under the supervision and control of
on the results provided by such software must
ear words, to enable any litigant, whatever his or her level
diciary cannot simply state that “it is the Al that made the
In reality, the use of sofiware could complicate judicial reasonimg. Indeed, transparency
of Al systems deployed in the administration of

o key subsets of information about the algorithms;

the way the algorithm works and how it arrives at the solution;
the origin of the data;

the quality of the data (e.g., reliability ratio).

peed and amount of data processed, moving from
justice raises many problems linked to the ECHR, the GDPR
2016/680 of 27 April 2016, which guarantee the respect of the fundamental
In conclusion, we should be in favor of the use of Al as an aid to decision-

% Thid,

Ibid. at 98 (loose translation).
lsrani, n. 22.

" Mougenot and Gérard, n. 50 at 14.




