**Mapping species niche and fitness differences**

**for communities with multiple interaction types**

**Abstract**

Modern coexistence theory (MCT) holds the potential to study the ability of species to avoid extinction (i.e. to persist) across community types but is rarely applied beyond pairs of competing species. Here, we show that this limitation can be overcome by mapping species according to their niche ($N\_{i}$) and fitness differences ($F\_{i}$). This application provides three main benefits to study processes of multispecies persistence across trophic levels. First, $N$-$F$ mapping introduces a novel categorization of species and communities according to the high-level processes at play: *frequency dependence* (negative or positive), *the occurrence of positive species interactions* (facilitation and mutualism), and whether persistenceis *possible without the presence of other species* because of trophic interactions such as herbivory or predation. Therefore, this mapping can be seen as a toolbox to describe how species persistence depends on species interactions. Second, $N$-$F$ mapping facilitates studying how species persistence responds to environmental changes that shift intrinsic growth rates and the strength and sign of species interactions. Third, $N$-$F$ mapping has the potential to foster synthesis across community types because it can accommodate co-occurrence of positive, negative, and neutral interactions between species. We therefore argue that $N$-$F$ mapping can promote collaboration across sub-fields, as it provides a common concept to link disparate ecological communities.
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**From listing species interactions to mapping species**

Ecological communities contain a variety of interaction types, including positive, negative and neutral interactions such as competition, predation, facilitation or mutualism, or amensalism [1]. In terrestrial communities, for example, plants share mycorrhizae while competing for light and nutrients, herbivores eat leaves, pollinators visit flowers, and many insects parasitize other insects [2]. Understanding how species can persist amongst this amalgam of trophic and non-trophic interactions is generally considered intractable so different communities containing different interaction types are typically treated independently ([3] but see [4]–[6]). While specialization improves understanding of the details of specific community types, it does not necessarily lead to a broader, system-independent understanding.

Modern coexistence theory (MCT) holds the potential to identify similarities and differences among community types in how species persist, i.e. avoid local extinction in the long-term [7]–[9]. MCT has been used to study a variety of problems dealing with, for instance, eco-evolutionary dynamics [10], [11], global change effects, and macroecological dynamics [12]. The main objective of MCT is to study species *coexistence* (see Glossary) or more generally the *persistence* of single species. Two key concepts in MCT are *niche differences* and *fitness differences* (see a brief historical overview of these two concepts in Box 1). Niche differences measure to what extent the strength of intraspecific interactions exceed the strength of interspecific interactions [7]. High niche differences promote persistence, as they stabilize the dynamics of competing species by buffering a rare species from interspecific competition. Conversely, fitness differences measure differences in competitive ability between species [8]. The strength of a species´ competitive ability is the combination of their ability to grow in the absence of interactions and their sensitivity to competition. A highly competitive species will have a high intrinsic growth rate, low sensitivity to competition, or a combination of both [13], [14]. High values of fitness differences hamper persistence and in the absence of niche differences determine the competitive superior species. Traditionally, niche and fitness differences have been studied for only a small subset of community types containing few species competing for shared resources (e.g. annual plants, plankton, yeast, bacteria) [12], [15], [16]. Alternative interactions such as facilitation or mutualism typically are not considered (but see [17], [18]), either because available methods cannot compute niche and fitness differences in the presence of positive interactions [19] or lack the ability to predict persistence of interacting species pairs when they can [20].

Recent definitions of niche and fitness differences overcome these limitations (Box 2). These theoretical advances allow studying the determinants of species persistence in ways that transcend the specific type of interactions occurring in a given ecological community. Therefore, it is possible to understand in a universal way why species persist, regardless of their particular guild, trophic position, or the sign and size of its interactions with other community members. The first step towards such understanding is to compute niche and fitness differences, which we will denote as $N\_{i}$ and $F\_{i}$ hereafter, where the subscript indicates that they are species-specific quantities in our framework (see box 2 and [20]). More specifically, $N\_{i}$ and $F\_{i}$ can be understood as axes that allow locating the species coordinates across a coexistence map, much like latitude and longitude provides information on spatial location on a regular map. We identify the following three reasons why this $ N$-$F$ map provides novel avenues of research that can be of general interest to a broad range of researchers. First, the $N$-$F$ map generalizes previous work including stabilizing and equalizing mechanisms [7], [21] or priority effects [22] among many other concepts determining population dynamics of interacting species for common resources such as food or space as well as natural enemies [23] (Figure 1). Second, the $N$-$F$ map helps to visualize the overall effect of changes of the community dynamics, for example as a result of environmental change. Third, the $N$-$F$ map is broadly applicable, which allows comparisons between various different empirical or modelled communities. Therefore, we envision the $N$-$F$ map as a general currency to compare different research fields.

**Mapping** $N$ **and** $F$ **to categorize species and community types**

The utility of mapping $N\_{i}$ and $F\_{i}$ lies in its connection to three high-level processes that determine species coexistence, namely *frequency dependence*, the occurrence of *positive species interactions* and whether *persistence is possibl*e without the presence of other species (see Box 2 and Figure 2). One of the most well-studied processes of species persistence in a given community is *frequency dependence*, the first high-level process. Positive frequency dependence ($N\_{i}<0$, see Appendix 4 and [22] for a mathematical derivation of this criterion) occurs when intraspecific interactions are weaker than interspecific interactions, i.e. species limit themselves less than other species. Conversely, negative frequency dependence ($0<N\_{i}<1$) occurs when intraspecific interactions are stronger than interspecific interactions and both are negative, i.e. species limit themselves more than other species. The second high-level process is the *occurrence of positive species interactions* ($N\_{i}>1$, see Appendix 4 and [20]), which are widespread in nature, but of which it is unclear how they contribute to maintain diversity [17]. Finally, the last high-level process is whether *persistence* is *possible* without niche differences, i.e. $N\_{i}=0$ ($F\_{i}<0$, see Appendix 4), not possible without niche differences ($0<F\_{i}<1$) or whether *persistence* is *only possible* in the presence of other species ($F\_{i}>1$). These high-level processes might occur simultaneously in multispecies communities and are species-specific. The $N$-$F$ map can visually represent the high-level processes for each individual species in a multispecies community (Figure 2).

These high-level processes can help advance several seemingly disconnected research fields. For example, frequency dependence and positive species interactions are conceptually connected, as they represent in essence $N\_{i}$ < 1 and $N\_{i}$ > 1, respectively. Yet, these have been treated completely independent from each other in the literature (see e.g. [22], [24] for frequency dependence and [17], [25] for positive species interactions). Also, the identification of these three processes can help formalise terminology that has proven challenging to pinpoint such as priority effects [26], [27]. Priority effects, the idea that species arrival order may affect species composition, have sometimes been linked to communities with alternative stable states or communities that lack a stable attractor [22], [27]. When the specific arrival order of species is random, these communities may appear to be driven by stochastic processes [22]. However, while $N\_{i}=F\_{i}=0$ represent communities purely driven by stochastic forces (i.e. neutrality), the case of priority effects (Figure 4A “priority effects”, sensu [12], [28]) occurs when species can grow when alone ($F\_{i}<1$), but cannot invade the community ($N\_{i}<F\_{i}$) because they experience positive frequency dependence ($N\_{i}<0$).

Different combinations of these high-level processes can help distinguish two different mechanisms by which positive interactions contribute to species persistence. The map formalizes the idea that a facultative mutualist species, e.g. certain microbes or plants, can profit from positive interactions with other species ($N\_{i}>1$, Figure 4A facultative mutualists). However, its persistence does not hinge on the presence of other species ( $F\_{i}<1$), i.e. species realise positive growth when grown alone and do not *need* the presence of other community members. Meanwhile, an obligate mutualist such as a pollinator species persists because of positive interactions $\left(N\_{i}>1\right)$ and this persistence is only possible because of the presence of other species ($F\_{i}>1$). Importantly, another pairwise combination of high-level processes, the one corresponding to negative frequency dependence (first high-level process) and positive interactions (second high-level process), is expected to be common in ecological communities that contain asymmetric species interactions such as “competition-facilitation” or prey-predator communities (Figure 4A “competition-facilitation”). Because these communities are among the most- and best-studied by ecologists, the $N$-$F$ map can be seen as a new tool to revisit this information and quantitatively assess the relative importance of negative and positive interactions for species persistence within ecological communities [29].

These different combinations of high-level processes may arise through any underlying mechanistic model. For example, priority effects might arise through a large set of mechanisms such as resource and space competition [9], [30], apparent competition [31], [32], chemical warfare, competition for mutualists [25] or any combination of these [33]. Similarly, a community driven by resource competition may give rise to both negative or positive frequency dependence. Therefore, the $N$-$F$ map does not map underlying mechanistic interactions, but rather it tracks the resulting high-level processes (see Appendix 1). This may reveal new insights, for example a community driven by predation might be governed by the same high-level processes as a community with obligate mutualists.

The $N$-$F$ map offers two complementary perspectives on persistence that differ in their focus. On the one hand, we can adopt a species-level perspective, as the $N$-$F$ map provides information on which processes determine the persistence or exclusion of each specific species. Knowing the identity of the species that is predicted to be extinct or that acts as a superior competitor is relevant for many fields in ecology such as conservation biology and biological invasions. $N\_{i}$ and $F\_{i}$ are defined at the species-level with respect to the rest of the community members and therefore incorporate the responses of every species to ecological interactions. Figure 4B provides an example of the information contained in the $N$-$F$ map at both the community and the species level. In this mutualistic network with five species, the simultaneous categorization of the three high level processes reveals that (1) plants (dot, cross, diamond) do not need positive interactions while the pollinators (plus and star) do; (2) pollinators acquire a net benefit ($N\_{i}>1$) from species interactions; (3) one plant species benefits from species interactions and two plant species experience a net negative effect of species interactions. Point (1) and (2) can be gauged directly from the intrinsic growth rates and the interaction matrix, but the $N$-$F$ map offers an additional quantitative measure of *how much* the species benefit from species interactions. Additionally, point (3) cannot be obtained easily from the interaction matrix, as all plants have both positive and negative species interactions, but only one plant benefits overall from species interactions.

On the other hand, we can focus on the community-level perspective, in which multiple species are entangled in a complex network. Species in the most simple multispecies community involving three species can interact directly and linearly, directly via higher order interactions (HOIs) which occur when a third species modifies the per capita effects between two interacting species [34], or indirectly by affecting the density of other species. Previous work has shown how all these types of interactions contribute to species‘ fitness [35], but their implications for species coexistence within ecological communities remains unclear. This gap can be filled by connecting the $N$-$F$ map to ecological theory studying the stability of ecological communities, because the definitions of $N\_{i} $and $F\_{i}$ are based on multispecies-equilibria and therefore account for non-trivial effects of indirect interactions and HOIs on species persistence [20], [36], [37]. Furthermore, the $N$-$F$ map could complement other multispecies approaches such as the cavity method by [38]. Because $N\_{i}$ is similar to a measure of the average interaction strength of species $i$ [39], we hypothesize that the across species mean $N\_{i}$ is related to interaction antagonism, as defined in [38]. Similarly, we expect their heterogeneity and reciprocity to be linked to $F\_{i}$, as both capture the idea of differences in interaction strength.

Finally, the $N$-$F$ map allows simple quantitative cross community comparison. We computed $N\_{i}$ and $F\_{i}$ for a total of 169 two-species plant communities from [15]. For each of these plant communities, densities over time were observed, to which a Lotka-Volterra community model was fitted. This allowed us to compute $N\_{i}$ and $F\_{i}$ (Figure 4C), which reveals that most investigated communities have negative frequency dependence ($0<N\_{i}<1$), confirming the results from [15]. There has been some exploration of communities under positive frequency dependence ($N\_{i}<0$) but there is virtually no exploration of ecological communities with $F\_{i}>1$ in MCT, but see [31], suggesting that persistence in many community types presenting positive interactions has remained unexplored.

**Mapping** $N$ **and** $F$ **to understand environmental change effects on persistence**

One important aim in ecology is to understand how changes in environmental conditions affect the ability of species to persist. We know, for instance, that direct environmental changes such as those caused by global change drivers can affect species persistence in negative and positive ways, leading some species to extinction while increasing the abundance of others [40]. To understand why this variation among species occurs we need an approach that quantifies persistence, and its causes, across species.

Environmental changes can affect both the intrinsic ability of species to grow in the absence of interactions and species interactions. Both types of modifications can lead to changes of both $N\_{i}$ and $F\_{i}$ (see Box 2). Thus, $N$-$F$ mapping allows a universal understanding of how species persistence changes as a result of the aforementioned high-level processes. With this approach we can define when a species cannot persist due to *environmental filtering*, that is a negative intrinsic growth rate, $F\_{i}>1$, or due to changes in the sign, strength, and presence [41] of species interactions that occur along broad environmental change (e.g. nutrient enrichment [42], warming [43], drought and cold [44], or environmental pollution [45]). Additionally, the $N$-$F$ map gives not only qualitative information about persistence (yes or no), but also quantitative information (e.g. how close a species is to the persistence line). In cases where the invasion growth rate holds quantitative information about persistence [46]–[48], species that are closer to the persistence line will be more sensitive to extinction through environmental change (but see limitations).

Connecting shifts of species interactions with persistence has only recently started [49], for example using species pairs of yeast [12] and annual plants [17], [50]. The proposed framework can foster such studies as it provides a common framework that is applicable to various taxa and systems to understand how environmental change will affect the persistence of which species and why. To illustrate this point, we provide two examples with simple ( Figure 5A) and more complex ecological communities (Figure 5B). For illustration, we assume that environmental change causes an absolute increase in species interactions, and a decrease in species’ intrinsic growth rates for the communities in Figure 4A. This reflects environmental change depressing growth and making negative interactions less negative (i.e. weaker), and potentially even positive when the change is large enough, i.e. corresponding to a prevailing argument in community ecology [51], [52]. However, we want to emphasize that this specific environmental change is purely theoretical and chosen for illustration purposes only. Empirical examples of environmental effects on niche and fitness differences can be found elsewhere [17], [53]. Our illustrations show that weakening, and potentially even sign-switching, of species interactions can qualitatively change the location of species within the $N$-$F$ map (Figure 5A and 5B). For example, the specific environmental change used here transforms priority effects (Figure 4A “priority effects”) into the classic case of two competing and coexisting species, e.g. resource competition (Figure 5A “resource competition”), where species persist when negative frequency dependence ($0<N\_{i}<1$) is strong enough to overcome differences in competitive ability ($F\_{i}<1$). Likewise, the specific environmental change used here transforms “facilitation-competition” (Figure 4A) into “mutualism” (Figure 5A) because the specific environmental change used here makes species interactions both positive and therefore symmetric in sign. Finally, in a mutualistic community (Figure 4A, “mutualism”), environmental change makes the persistence of one species only possible in the presence of the other community members (Figure 5A, “obligate mutualism”). The specific environmental change used here has depressed the intrinsic growth rate of this species so much as to make it negative, such that it cannot realise positive growth when present alone (and thus has $F\_{i}>1$). Finally, for the mutualistic network model (Figure 5B), we assume an environmental change driver increases the mortality of the pollinators (e.g. a pesticide). Importantly, we here assume that this environmental change does not affect the interaction matrix, but only the intrinsic growth rates, yet this environmental change indirectly affects the location of all species in the $N$-$F$ map. Importantly, all plant species now experience a net negative effect of species interactions.

Taken together, these illustrations highlight that the $N$-$F$ map allows understanding the expected consequence of environmental change for species persistence. Other approaches to understand species persistence, such as structural stability, are also suited to address this question [54]. In addition, the $N$-$F$ map offers two novelties. First, it is both species-specific [8], [20] and provides community-level information because all $N\_{i}$ and $F\_{i}$ depend on the $N\_{i}$ and $F\_{i}$ of the other community members and the environmental effects thereon. The consideration of both scales unlocks opportunities to ask which community members will be the first to have their persistence altered once an environmental change sets in, and how environmental change affects the general distribution of species. Second, the $N$-$F$ map allows to identify specific persistence processes. It therefore unveils which of the three high level processes or their combination are affected by environmental change. Different environmental changes may act very differently but still have identical effects on persistence and species richness. For example, decreased precipitation may increase competition for water and therefore switch species interactions from facilitative to competitive. Increased temperature may reduce the intrinsic fitness of a species such that it can no longer grow, even in the absence of species interactions. The $N$-$F$ map will allow to discern how these environmental changes affect the persistence of each species within a community.

**Mapping** $N$ **and** $F$ **to foster synthesis in community ecology**

Synthesis is a key task in community ecology, a discipline where a variety of models, hypotheses, and theories aim at understanding a variety of interaction types, haunted by the idea that specificities outnumber generalities [55]. However, the way to pursue this synthesis is not straightforward. Much progress has been made conceptually, by summarizing the main processes driving community assembly and composition [56]. However, quantitative approaches that allow pinpointing similarities and differences among disparate community types, arguably one of the first steps towards across-system synthesis, are less common. Quantitative syntheses should rely on common computational frameworks applied to disparate data [57], [58]. Yet, most available approaches rely on indirect comparisons, i.e. they examine to what extent models match data collected in different communities [59], [60]. The $N$-$F$ map can contribute to synthesis because it represents a direct approach to community comparison (however, see ‘limitations’) which allows syntheses that were not available before. Specifically, the $N$-$F$ map provides common currency across ecological disciplines [61], which makes it possible to ask a suite of novel questions. One example is whether species persistence in communities that harbour distinct interaction types (e.g. plant-pollinator networks versus food-webs or the combination of both) is driven by the same high-level processes or not. Another question deals with the evolution of species interactions, asking if phylogeny [9], [21] or evolutionary-constrained traits [62], e.g. size and feeding role, predict $N$-$F$ mapping across contrasting taxonomic groups, e.g. plants, plankton, and vertebrates [63], [64]. Addressing such questions will facilitate across-community comparisons, which allows examining how the complexity of interaction types and the architecture of species interactions affects the dynamics of ecological communities and their maintenance.

**Why should one compute** $N$ **and** $F$**?**

$N\_{i}$ and $F\_{i}$ are based on three key growth rates of species, the intrinsic growth rate $μ\_{i}$, the invasion growth rate $r\_{i}$ and the no-niche growth rate $η\_{i}$ (Box 2). Computing $N\_{i}$ and $F\_{i}$ from these growth rates does not add any additional information, for example the inequality $N>F$ is equivalent to $r\_{i}>0$. Why then should one compute $N\_{i}$ and $F\_{i}$, as opposed to just investigate $μ\_{i}, r\_{i}$ and $η\_{i}$? We reidentify three reasons.

1. The $N$-$F$ map visualizes which high-level processes drive community dynamics. Conversely, combining the three growth rates into look-up tables or 3 dimensional graphs would not aid communication and thus obscure ecological interpretation.

2. The $N$-$F$ map tracks the effect of environmental changes into two axis which are potentially orthogonal or independent ([8], [9] but see [65]). Effects of environmental change are therefore easily appreciable as, for instance, primarily reducing the competitive strength of a species (increase in $F\_{i}$). Conversely, a decrease of all three growth rates $μ\_{i}, r\_{i}$ and $η\_{i}$ would need to be observed to conclude the same decrease in competitive strength. We therefore expect $μ\_{i},r\_{i}$ and $η\_{i}$ to be more interdependent than $N\_{i}$ and $F\_{i}$.

3. The $N$-$F$ map is scaling invariant and therefore allows comparisons between communities. Conversely, the growth rates depend very much on the species properties. Changing the time variable from days to hours would directly scale all growth rates and therefore make comparisons among communities very difficult. Similarly, we expect trees to have much lower growth rates than phytoplankton [66], which again would hamper community comparisons. Conversely, $N\_{i}$ and $F\_{i}$ are both normalised such that any scaling of the form $f\_{i}'\left(N\_{i}, N\_{j}\right)=αf\_{i}\left(N\_{i},N\_{j}\right)$, e.g. temporal scaling or allometric scaling, does not affect $N\_{i}$ or $F\_{i}$ (see Appendix 5)

**Limitations**

Assessing persistence directly is challenging [67]–[70]. MCT has traditionally assessed persistence through “invasion analysis”, which tests whether all species in a community are able to increase in abundance when rare [7], [71], [72]. Because it is an extension of MCT, $N$-$F$ mapping inherits all the limitations of invasion analysis. These limitations include the fact that, in some community types, the requirement of a positive invasion growth rate can be a too stringent criterion for persistence, and that invasion analysis is technically impossible [36], [37], [73]. The latter point may become especially problematic in species rich communities [74]. Despite all these limitations, invasion growth rates remain widely used in coexistence theory [48], [61], [72], [75]–[77]. $N$-$F$ mapping does not offer a new method to assess coexistence, but focuses on the interpretation of coexistence. That is, if one has already verified that invasion analysis can be applied, then $N$-$F$ mapping can help interpret the outcome of coexistence via the occurrence of the three higher level processes.

The most prominent limitation of invasion analysis is that it can only be applied when the sub-communities (the ones without the invader) represent a stable equilibrium [78], [79]. Numerical simulations or direct computation can easily verify if this is the case for each of the sub-communities. If invasion analysis is possible it may incorrectly predict coexistence and there are no general guidelines on when invasion analysis correctly predicts coexistence [68], [80]. However, a recent study has shown when invasion analysis is applicable it mostly correctly predicts coexistence [39].

In communities where invasion analysis is both possible and useful, a second limitation may emerge. That is, measuring $N\_{i}$ and $F\_{i}$ can be labour-intensive, especially in species-rich communities. For a two-species community, one option is to empirically measure different kinds of growth rates (see Box 2 for the three growth rates that define $N\_{i}$ and $F\_{i}$). This will, however, be unfeasible for a multi-species community. A more feasible approach to apply this method to a multispecies community is therefore to parameterize a community model [81]–[83] and derive $N\_{i}$ and $F\_{i}$ either analytically or through simulations. Both approaches (empirically measuring growth rates and parameterizing models) are potentially labour-intensive and various trade-offs emerge regarding the model complexity that is appropriate to represent the system considered [84]. Note however, that this limitation is a limitation to essentially all approaches that assess persistence [72], [78]. Finally, as with any empirical estimation of niche and fitness differences, successfully observing effects of species or community identity, or of environmental conditions, on $N\_{i}$ and $F\_{i}$ depends on how precisely one can measure abundances. Unfortunately, measurements of niche and fitness differences yield relatively large uncertainties in general, independent of which method is used [12], [32], [85].

**Conclusions**

We propose a framework that extends MCT beyond competition and embraces the myriad of species interactions that occur in nature. This framework is based on a redefinition of niche and fitness differences as species-specific characteristics rather than as community characteristic. By mapping niche and fitness differences, we can further evaluate which high-level processes underpin persistence (Box 2). These high-level processes in essence reflect how species persistence depends on $N\_{i}$ and $F\_{i}$.

The second innovation of this framework is that it goes beyond predictions of coexistence for species pairs. This is because the approach here presented summarizes the effect that many species interactions can have on persistence. This common framework represents an unprecedented opportunity to examine how multiple interaction types, including direct pairwise, indirect interaction chains and HOIs, in various ecological communities contribute to the maintenance of biodiversity.

Finally, because variation in environmental conditions affect the ability of species to grow and the way species interact, we can inspect with this framework, via estimations of niche ($N\_{i}$) and fitness differences ($F\_{i}$), whether and how changes in environmental conditions have a positive or negative effect on species persistence, and therefore, on community properties such as species richness and composition.

The $N$-$F$ map connects the history and the future of MCT. It includes previously described cases of the theory (competing species pairs, Figure 1B), while uncovering new regions that represent other interaction types, yielding insights that were previously unknown (Figure 1A). Which kind of communities would represent these previously unexplored regions is a new research field awaiting exploration. We believe this exploration can trigger collaboration between different sub-disciplines in ecology, most notably among different groups of empiricists interested in positive and negative interactions occurring within and between trophic levels. Nature contains different types of ecological communities with disparate species interaction networks. Potentially different types of ecological communities may lead to similar $N$-$F$ mapping, showing that - despite these differences - the same high-level processes drive persistence. Finally, we believe that formalising species interactions with the $N$-$F$ map will also foster collaboration between theoreticians and empiricists because mapping is not model-specific and may even be applied to empirically measured growth rates. As such, the $N$-$F$ map offers a standardised way to compare empirical and theoretical results. Overall, our framework illustrates how simple definitions of the determinants of species persistence create a reference system that applies to many communities composed of species with different interaction types.



**Figure 1:** The $N$-$F$ map (A) differs from the traditional coexistence plane (TCP, B, adapted from Ke and Letten 2018). First, the TCP locates communities (black dot), while the $N$-$F$ map locates species (black squares). The two squares (A) correspond to the two species from the black-dot-community (B). Thus, the $N$-$F$ map can map all processes driving the persistence of each individual species. Second, regions in TCP consequently label community properties such as priority effects (green), competitive exclusion (blue) and coexistence (purple). Instead, regions in the $N$-$F$ map label species properties (e.g. positive frequency dependence). Importantly, community properties do not automatically imply certain species properties and vice-versa. For example, a species from a community with priority effects could be located anywhere in the green-blue hatched region. Likewise, a species from a community in which competitive exclusion occurs can be located in both the blue and blue hatched regions. Note, however, that these colours illustrate competitive two species communities. For other community types, other colour codes will apply. Third, TCP cannot analyse communities with facilitation ($1-ρ>1$) or species with negative intrinsic growth rates (“$\frac{κ\_{i}}{κ\_{j}}>\infty $”, but strictly speaking $κ\_{i}/κ\_{j}$ is undefined), as indicated by the black-white hatched region. Instead, $N$-$F$ mapping will locate species with such properties in the white region.

**Figure 2:** Niche and fitness differences allow positioning each species in the niche and fitness differences map ($N$-$F$ map). The map is unbounded in all four directions to infinity and is divided into different regions by five lines (black text). The diagonal line is the persistence line ($N\_{i}=F\_{i}$), below which species are assumed to persist ($N\_{i}>F\_{i}$, shaded area), and above which species may go extinct ($N\_{i}<F\_{i}$). The other four lines divide both niche and fitness differences into three mutually exclusive and qualitatively different sections (blue text), leading to a total of nine different regions in the $N$-$F$ map (See Box 2 for specific details and Appendix 4 for mathematical proofs).

****

**Figure 3: A**: Niche differences $N\_{i}$ can be seen as an inter- or extrapolation of the invasion growth rate $r\_{i}$. The nodes of the interpolation are defined by the no-niche growth rate $η\_{i}$ and the intrinsic growth rate $μ\_{i}$, which map to 0 and 1 respectively. However, in general these three growth rates are interdependent, such that changing the interpolation location would also affect its nodes. B: Fitness differences as a function of the no-niche growth rate $η\_{i}$ for different intrinsic growth rates $μ\_{i}$ (color). Fitness differences are 0 when the no niche growth rate is 0, independent of the intrinsic growth rate (black dot). Similarly, fitness differences are 1 when the intrinsic growth rate is 0, independent of the no-niche growth rate (blue line). When $η\_{i}$ approaches $μ\_{i}$ the fitness differences diverge to positive ($μ\_{i}<0$) or negative infinity ($μ\_{i}>0$), as $η\_{i}<μ\_{i}$ by assumption. For the special case of $μ\_{i}=0$ the line stops at $η\_{i}=0$.



**Figure 4:** $N$-$F$ mapping allows the analysis of species persistence across a variety of community types using a single framework. The black lines and yellow area are those of Figure 2. A: Three examples of simple communities with different kinds of species interactions. Markers represent species, connections represent direct interactions. All three communities follow Lotka-Volterra dynamics ($\frac{dN}{dt}=diag(N)(μ-A⋅N)$), where $μ=\left(1,…,1\right)$ is the vector of intrinsic growth rates and A is the interaction matrix representing different interaction types: priority effects $\left(\begin{matrix}1&1.2\\2.0&1\end{matrix}\right)$, competition-facilitation $\left(\begin{matrix}1&0.7\\-0.3&1\end{matrix}\right)$, and facultative mutualists $\left(\begin{matrix}1&-0.2&0\\-0.2&1&-0.4\\0&-1.6&1\end{matrix}\right)$. See Appendix 2 to compute $N$ and $F$ for multispecies Lotka-Volterra communities.

B: An example of a mutualistic network containing three plants (dot, cross and diamond) and two pollinators (plus and star); The inset shows direct species interactions and their relative strength, red illustrates competitive interactions and blue illustrates mutualistic interactions. Importantly, the position of each species depends on all its direct *and* indirect interactions with other species. All plant species have both positive and negative interspecific interactions, yet only one plant species benefits from those interactions (diamond, $N\_{i}>1$).

C: $N$-$F$ mapping of 169 empirical two-species plant communities, taken from a recent review [15], with dots and connections as in the other panels. We converted the original $N\_{i}$and $F\_{i}$ from [15] to the definition as defined in Box 2. This panel shows that most studies have experimentally investigated communities with $N\_{i}<1$ and $F\_{i}<1$; there has been some exploration of communities under positive frequency dependence ($N<0$) but there is virtually no exploration of ecological communities with $F\_{i}>1$ in MCT, but see [31], suggesting that persistence in many community types that present positive interactions has remained unexplored.



**Figure 5:** $N$-$F$ mapping can help understand the effects of environmental change on persistence. A: The communities from Figure 4A were exposed to an environmental change driver that decreases the interspecific interactions strength and reduces the intrinsic growth rates. These effects shift priority effects to resource competition, competition-facilitation to mutualism, and creates one obligate mutualist. The new interaction matrices are: resource competition: $\left(\begin{matrix}1&0.6\\1.2&1\end{matrix}\right)$, mutualism $\left(\begin{matrix}1&-0.4\\-0.2&1\end{matrix}\right)$ , obligate mutualism $\left(\begin{matrix}1&-0.2&0\\-0.5&1&-0.6\\0&-1.6&1\end{matrix}\right)$. The new intrinsic growth rates are $μ=\left(0.8, 0.8\right)$, except for the obligate mutualism community, in which it is $μ=(0.8,-0.2,0.6)$ B: The community from Figure 4B was exposed to an environmental change driver (e.g. a pesticide) that increases the mortality of the pollinators, but does not affect the species interactions, nor the growth rates of the plants. This environmental change driver indirectly affects the plants such that no plant benefits from species interactions ($N\_{i}<1$). Importantly, this illustrates that changes in growth rates may affect $N\_{i}$ in multispecies communities. Species markers from 5A and B correspond to species markers from 4A and B.

|  |
| --- |
| **Box 1: Defining niche and fitness differences**Niche differences have been originally described for pairs of species competing for shared resources. As such, niche differences ($1-ρ$), the opposite of niche overlap ($ρ$), have been conceptualised as the dissimilarity of the consumption vectors of two species [86], [87]. Niche differences of 0 meant the consumption vectors are identical, while niche differences of 1 meant that species do not consume common resources. Intermediate cases meant species limit themselves more than they limit others, i.e. interspecific interactions are less negative than intraspecific interactions [8]. Consequently, negative niche differences were interpreted as weaker intraspecific interactions than interspecific interactions, which corresponds to positive frequency dependence [22], [88], [89]. Apart from niche differences, fitness differences are needed to assess the outcome of species interactions [7]. Fitness differences $\frac{κ\_{i}}{κ\_{j}}$ measure the difference in inherent competitive strength between both species if niche differences would be absent [8]. For two competitors to coexist, niche differences must overcome fitness differences. If both species perform equally well, the fitness differences of both species are 1, but other definitions chose 0 for equal performance [16], [20]. Recent developments in MCT have led to three main insights [8], [20]. First, while niche and fitness differences have been traditionally considered community properties (above text and Figure 1B), this is only true for the specific case of competing species pairs. In virtually all other community types, niche and fitness differences should be species properties [8], [20]. In a multispecies community, niche differences describe how much the niche of a focal species differs from the rest of the community. Fitness differences compare the fitness of the focal species to the rest of the community. Second, niche differences can exceed 1, where they indicate positive interspecific interactions, e.g. facilitation [90] or predation (Figure 4A and B). Third, as we show here, species with negative intrinsic growth rates have lower fitness and therefore higher fitness differences than species with zero intrinsic growth rate, e.g. obligate mutualists or predators (Figure 5A and B). Fitness differences exceeding 1 indicate negative intrinsic growth rate.Traditional niche differences ($1-ρ$) and fitness differences ($κ\_{i}/κ\_{j}$) are defined only for competitive two species communities. The new niche ($N\_{i}$) and fitness differences ($F\_{i}$) as proposed here and in [20] can be applied to a much larger range of communities. Most importantly, $1-ρ$ and $κ\_{i}/κ\_{j}$ are community properties, while $N\_{i}$ and $F\_{i}$ are species properties, i.e. $N\_{i}$ and $F\_{i}$ are niche and fitness differences of species $i$ (Figure 1). |

|  |
| --- |
| **Box 2: How niche and fitness differences reveal high level processes**We define niche and fitness differences according to [20]. For the focal species $i$ we first define $N\_{i}$ and $F\_{i}$ mathematically for a community in which the per-capita growth rate of species *i*, $f\_{i}$, depends on species *i*’s density $N\_{i}$ and on that of the other species: $\frac{1}{N\_{i}}\frac{dN}{dt}=f\_{i}\left(N\_{i},N^{\left(-i\right)}\right)$, where $N^{(-i)}$ is the vector only containing the densities of the other species. For such a community we define the intrinsic growth rate $μ\_{i}=f\_{i}\left(0,0\right),$ the invasion growth rate $r\_{i}=f\_{i}(0,N^{(-i,\*)})$ and the no-niche growth rate $η\_{i}=f\_{i}\left(\sum\_{j}^{}c\_{ij}N\_{j}^{-i,\*},0\right)$, where $N\_{j}^{(-i,\*)}$is the equilibrium density of species $j$ in the resident community without species $i$, and $c\_{ij}$ is a conversion factor that converts densities of species $j$ to densities of species $i$. We assume that $η\_{i}<μ\_{i}$, which excludes strong Allee effects, as is usually done in modern coexistence theory [80], [91]. Invasion by definition hinges on the capacity of species to realise growth at low abundance, consequently, assessing coexistence with invasion growth rates in a community driven by Allee effects is potentially not possible. For simplicity we assume that a point equilibrium $N\_{j}^{-i,\*}$ exists, however, the theory also applies to an equilibrium distribution by taking average growth rates over the equilibrium distribution.The conversion factors ensure that the total species density at invasion ($N^{(-i,\*)}^{}$) and the species density at the no-niche growth rate ($\sum\_{j}^{}c\_{ij}N\_{j}^{-i,\*}$) are the same, which allows the proper assessment of frequency dependence. The appendix contains a mathematical definition of the conversion factors.We then define $N\_{i}$ and $F\_{i}$ as:$$N\_{i}=\frac{r\_{i}-η\_{i}}{μ\_{i}-η\_{i}} \left(Eq1\right)$$$$F\_{i}=\frac{-\frac{η\_{i}}{μ\_{i}} }{1-\frac{η\_{i}}{μ\_{i}} } \left(Eq2\right)$$These definitions, by design, align with the observations from box 1. Computer code in R and python is available to compute $N\_{i}$ and $F\_{i}$ as well as the conversion factors $c\_{ij}$ : https://github.com/juergspaak/NFD\_definitions . We note that the definition of $F\_{i}$ differs slightly from the original ones [20] to facilitate visualisation on the $N$-$F$ map, as discussed below. We also want to caution that our interpretation differs from other measures of fitness, yet it is consistent with what is usually described as fitness in the modern coexistence theory [7], [8].The numerator of $N\_{i}$ compares two growth rates of species $i$ with the same scaled total density, but different frequencies of the focal species $i$ (0% in $r\_{i}$; 100% in $η\_{i}$), it therefore assesses frequency dependence. The denominator on the other hand compares two growth rates of species $i$ with the same frequency of species $i$ (100%) but with different densities, it therefore assesses density dependence. $N\_{i}$ therefore measures the normalised frequency dependence of species $i$.The no-niche growth rate $η\_{i}$ measures the growth rate of species $i$ in the hypothetical case where there are no niche differences, which is in essence the fitness of species $i$. The scaling by $μ\_{i}$ ensures that we can compare fitness differences from different communities. We take the negative of the original definition from [20] and divide by $1-\frac{η\_{i}}{μ\_{i}}$ to obtain Eq.2 such that the fitness differences depend continuously on the intrinsic growth rate $μ\_{i}$, as explained in the Appendix 3, Figure S3. The invasion growth rate quantifies if species $i$ can persist (positive invasion growth rates, $N\_{i}>F\_{i}$), or not (negative invasion growth rates, $N\_{i}<F\_{i}$). The persistence line (Figure 2) separates these two cases.The intrinsic growth rate measures growth in absence of other species and thus tells which species survive in monoculture ($F\_{i}<1$, see Figure 3B), e.g. basal species relying on abiotic resources. Species with negative intrinsic growth rates ($F\_{i}>1$) depend on other species to persist; e.g. herbivores and predators. The no-niche growth rate measures growth in the absence of niche differences. Species with positive no-niche growth rates ($F\_{i}<0$, see Figure 3B) persist in the absence of niche differences. Species with negative no-niche growth rates ($F\_{i}>0$) persist only when niche differences are sufficiently large.Comparing these growth rates to each other gives further insight. For example, species with invasion growth rates smaller than no-niche growth rates exhibit positive frequency dependence ($N\_{i}<0$, Figure 3A), e.g. because of priority effects [22]. Conversely, species with negative frequency dependence ($N\_{i}>0$), grow faster when rare. Finally, species with an invasion growth rate that exceeds their intrinsic growth rate ($N\_{i}>1$) grow faster in a community than when alone. Examples include predators and mutualists.These definitions of niche and fitness differences lead to essentially equivalent expressions as the traditional definitions for a competitive two-species Lotka Volterra model ($N\_{i}=1-ρ$ and $F\_{i}=1-\frac{κ\_{i}}{κ\_{j}}$ for the traditional niche overlap $ρ$ and fitness differences $\frac{κ\_{i}}{κ\_{j}}$ from [92]). $N\_{i}=N\_{j}=1-\sqrt{\frac{a\_{ij}a\_{ji}}{a\_{ii}a\_{jj}}}$ and $F\_{i}=1-\frac{μ\_{i}}{μ\_{j}} \sqrt{\frac{a\_{jj}a\_{ji}}{a\_{ii}a\_{ij}}}=\frac{F\_{j}}{1-F\_{j}}$. The general expressions for multispecies, non-competitive Lotka-Volterra models can be found in the Appendix 3. |

|  |
| --- |
| Glossary* Species persistence: A species persists in a given environment if it avoids local extinction in the long-term, despite varying its population density over time. We here assume that this is equivalent to the ability to invade when rare (positive invasion growth rate).
* Species coexistence: The species of a community are said to coexist if all species persist.
* Environmental filtering: Environmental conditions can limit the presence of species at a given location. This occurs when species in the absence of interactions cannot maintain positive population growth and therefore has a fitness difference above 1.
* Niche differences: Describe how much the limiting factors of a species differ from the limiting factors of the other species. Positive niche differences stabilize the population dynamics of interacting species, negative niche differences destabilize population dynamics.
* Fitness differences: Fitness differences correspond to the growth rates of a species in the absence of all niche differences, it relates to a species intrinsic capacity to survive and how much it a species limits its own growth rate. A highly competitive species has a low fitness difference.
* Priority effects: When the arrival order of species affects the community composition. When a species experiences positive frequency-dependent growth rates, they limit the other species more than itself. As a consequence, the first species to arrive can dominate, assuming that fitness differences are not too strong.
* Density dependence: The density dependence of a species growth rate is how sensitive the species growth rate reacts to changes in total density. Most notably we here define it as the difference between the intrinsic growth rate $μ\_{i}$ and the no-niche growth rate $η\_{i}$
* Frequency dependence: The frequency dependence of a species growth rate is how sensitive the species growth rate is to changes in frequency at constant total density. Most notably, we here define it as the difference between the invasion growth rate $r\_{i}$ and the no-niche growth rate $η\_{i}$, where the community being invaded has the same total density, but different frequencies.
 |
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