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Abstract 

Finding out usability problems is always a key function in the design process of 

software. There exists a lot of assessment methods who can permit to evaluate an 

interface. Usability inspection-based methods are methods which can be performed 

without user. 

The object of our work is to present in details one of those usability methods : The 

Cognitive Walkthrough (CW) method. The first main point we will give is a detailed 

explanation about this method and a theoritical foundation of it. Tuen we will place 

this method in the lifecycle of interfaces design process. Finally, we will specify a tool 

whose goal will be to support the task of performing a CW. 

Résumé 

Prévenir les problèmes d'utilisabilité est toujours une fonction clé dans le processus de 

conception de logiciels. Nombre de méthodes permettent d'évaluer une interface. Les 

méthodes réalisant l'examen de l'utilisabilité d'une interface sont des méthodes qui 

peuvent être accomplies sans la présence d'utilisateurs. 

L'objet de notre travail est de présenter en détails une de ces méthodes : la Cognitive 

Walkthrough. Le premier point que nous aborderons est une explication en 

profondeur de cette méthode ainsi que sa justification théorique. Ensuite, nous la 

replacerons dans le cycle de vie du processus de conception d'interfaces. Enfin, nous 

spécifierons un outil logiciel permettant la réalisation de la Cognitive Walkthrough. 
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Introduction 

A human-computer interface is an informatic system used by a person to realize 

a task perfomed thanks to a set of informatic means through the medium of 

actions exerted on interactive objects [BODART 98]. But on the interface depends 

the efficiency with which users will perform the tasks. So, it soon appeared in 

human-computer interface history that interfaces have to be evaluated to find out 

problems in their design obstructing a good utilisation. 

Many ways, in many forms, are used to evaluate interfaces. This aim of this work 

is to present one usability inpection method that permits to discover these 

problems. This method is the Cognitive W alkthrough. 

So, after synthetising the problematic of HO, the objectives of this work was to 

study first what was made by authors on this method. After being used to it, we 

have developed the first main point of this thesis, the theoritical foundation of 

the Cognitive Walkthrough method. Then, we began to discover its flaws and 

weaknesses. As often as possible, we try to give solution to this problem. The 

second objective of our work is to try to place the Cognitive Walkthrough in a 

global design process. 

The result of our work is the presentation of the method with ail the guidance 

needed to understand it, and the theory behind it, to perform it in the most 

efficient way and help to make it the most productive as possible. This will be a 

critical presentation of Cognitive Walkthrough, i.e. critics, limits of the method 

and our contribution to it have been included from beginning to end of this 

thesis. 
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Organizati.on of the thesis 

This thesis is organized in three different parts. The first part concerns the field of 

the evaluation. It contains a review of the main problematic of Human-Computer 

Interaction and a state of the art in the domain of evaluation of interfaces. 

• We will start this part by recalling the objectives that a good interface must 

reach. In this first chapter, we will also present the task model of Norman that 

will justify pertinence of the Cognitive Walkthrough. 

• Chapter 2 presents the most used techniques to perform an evaluation of an 

interface and to find out usability problems. We will also show a classification 

of these methods. 

The second partis the presentation of one specific usability inspection method, 

called Cognitive Walkthrough. 

• The Cognitive Walkthrough itself is the subject of the third chapter. The 

different input components are explained as the way to perform the method. 

The objective of this chapter is also to justify the method according the 

Norman model of the task. 

• Chapter 4 aims to locate the Cognitive Walkthrough in the task analysis and in 

which way this evaluation method takes into account the design criteria. 

• Finaly, Chapter 5 finishes this second part by defining the outputs of the 

method. This chapter will also bring a final conclusion about the possible 

location of the Cognitive Walkthrough in the task analysis. 

Finally, the third part aims to give the specifications of an editor whose goal is to 

support the task of performing one task of evaluation of an interface thanks to 
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the Cognitive W alkthrough. The analysis of this task is presented with the 

recommandations related to the needed guidances of this tool. 
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Chapter 1 

A REVIEW OF THE MAIN PROBLEMATIC OF HCI AND REVIEW OF THE 
D.A. NORMAN MODEL 

1. Introduction 

The aim of an interface is that the user achieves his task efficiently, i.e. that the 

interface must be useful and usable. These two notions will be explained in the 

next point of this chapter. 

A task is an activity, realized by a person or a group of persons working togèther, 

possibly thanks to computers and other equipments, in order to bring (in a given 

field) about a change of state, corresponding to a main goal to reach ([BODART 

981). 

2. Objective of the interface : Utility and usability 

2.1. Explanation of the utility of an interface 

An interface is useful if it provides users with the necessary functionalities to 

perform in the best way the tasks assigned to them. Users want to find in the 

software (via the interface) the functionalities that correspond to the 

functionalities of the real task if this one exists. Thus, the notion of utility is 

located in the side of the user. Indeed, it's throughout the interface that the user 

accesses the application and the system ([BODART 981). 
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Example 

In the early time of software of e-mail, users can not easily attacha document whereas 

in the real task of sending mail via the postal services, users can send documents 

coming with the mail. 

2.2. Explanation of the usability of an interface 

The usability is the efficiency, fiability and satisfaction with which specific users 

reach specific goals in a specific environment [ISO 92]. An interface will be usable 

if it is compatible with the cognitive profile of the user. Thus the interface doesn't 

restrict user actions to something strange given the nature of the task ([BODART 

98]). 

Example 

With the Software Eudora, when users receive an e-mail with a document (file) in 

attach, they have to note the name of the document and after that, they have to look 

for in« Eudora/attachjname_of_the_file ». This is an action completely strange to the 

nature of the task. 

In the other side, with Eudora Pro, if users receive an e-mail with an attach file, this 

one is represented by an icon and users can open it directly btj clicking on it. This is 

doser to the real task of receiving mail with an attached document. 

So, we can say that it is very important to assess an interface with regard to its 

utility and usability. 

These two criteria put the main problematic linked to the creation of an interface 

in evidence. Indeed, there are two « worlds », two main levels of task: 

14 



1. The abstract task : 

The abstract task concerns the structure thought by users. It is the structure 

that represents the way for users to accomplish the task. 

In other words, it's the mental representation (mental model) of the task 

perceived by users. If the task has a real origin, e.g. to send an e-mail has the 

origin of sending a mail via the postal services, the mental representation of 

the task is the way performing the task in real life ( e.g. how to send a mail via 

the postal services?). 

If the task hasn't a real origin, e.g. to increase the size of the virtual memory 

in Windows, the mental representation of the task is the way that the user 

will think about performing this task, but not in interface terms. 

Example 

We consider an interface of a GPS which is implanted in a car to help drivers to find 

an itinerary. This task has a real origin. The main points of the abstract task are : 

1. To select the departure and the arrivai. 

2. To select the criteria of time or rapidity. 

3. To select if fhe user wants a free itinerary or not. 

4. To keep in mind the weight and height of the car permitting to select the taken 

routes. 

2. The concrete task : 

The concrete task is the goal structure of the task as the system requires to 

complete it to achieve the task. In other words, it' s the goal structure of the 

task imposed by the interface. 
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When we will speak about this level of task, we will call it « the concrete 

task » or « the implemented task ». 

Finally, let's notice that these two structures are goal structures which are 

likel y different. 

The aim of an interface is to reduce the distance between these two worlds. The 

concrete task, fixed by the interface, has to match as good as possible to the 

abstract one. So, the interface has to fit as much as possible to the user and not 

the opposite. 

In conclusion, we have already said that the quality of an interface can be 

inferred from its useful and usable aspect. We have to our disposal six utility and 

usability criteria. The first fifth are proposed in [SCHNEIDERMAN 92] and the 

last one is proposed further by [BODART 98]. They permit to evaluate an 

interface (i.e. its quality). Here is the walkthrough: we must give a balance to 

each of the criteria according to the importance and context of use of the task. 

This balance of each criterion is a direct result of the task analysis1. 

Here is a presentation of the various criteria : 

The learning time 

It depends on the frequency of use of the task. The more the frequency is high, 

the more the learning time may be high. Moreover, if the frequency is high, the 

learning time can be eventually higher and will reduce when number of uses will 

grow. If the frequency is low, the learning time must be also little because it 

would be inadmissible to oblige the user to take too much time learning again 

the task at each time. 
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The rapidity of execution 

It' s the rapidity to perform the task. 

The error rate performed by the user 

We can consider : 

• The frequency of errors. There are two kind of errors : 

• the errors of execution: linked to problems of manipulation (syntaxical 

errors) 

• the errors of intention : the user selects an unappropriate control because 

of a bad interpretation. 

• The time of correction: it's the time to correct an error. 

The period of persistency 

It' s the time during which the user keeps the acquired knowledge. 

The subjective satisfaction of the user 

The sensation of pleasure and comfort that the user perceives using the interface. 

The degree of coverage of the mechanisms of the interface 

The degree of coverage is high if the functions provided by the system through 

the interface cover the most functions desired by the user to perform his task. 

This notion is directly related to the utility of an interface. 

1 See Chapter 4 for more details. 

17 



2.3. Review of the D.A. Norman model 

We have seen that it is important, for the utility and usability of an interface, to 

reduce the effort required by the user to reduce the distance between the user 

mental representation of the task (abstract task) and the system's physical 

representation of this same task, which is now implemented ( concrete task). This 

distance has been specified among others by the D.A. Norman model 

[NORMAN, DRAPER 86] (Fig. 1). This model really puts these two worlds in 

evidence and there are these two worlds, and more precisely the gap between 

these two worlds, which are in the centre of the main problematic of HCI. Thus, it 

is obvious that every assessment method centered on the task of an interface 

must fit this model in the purpose to « measure » the importance of this distance 

between these two worlds. The more this distance will be short, the more the 

interface will be of high quality. 

Intention 

Specification of the 
actions 

Execution 

z 
0 

§ 
ü 
w 
~ 

Objectives 

lnterpretation 

Perception 

Figure 1 - Schema of the Norman model 
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Let' s notice that this distance includes two notions : the semantic distance and the 

articulatory distance. The semantic distance puts a question to know if we can 

express in the language of the interface what we want to achieve. The articulatory 

distance puts a question to know if we can infer from the form of an expression 

its meaning. These two distances can be assessed in two levels : the execution and 

the evaluation levels. We don't go further about these two notions in our thesis. 

See [BOD ART 98] for more details. 

The foundation of the Cognitive Walkthrough is related to a model of the task 

such as the model of D.A. Norman. This foundation will be explained in point 3 

of chapter 3. 

As this model is important to understand how the steps of the method we will 

present have been chosen, we will now explain the model in details. The model 

consists in seven iterative steps : 

1. To set the objective 

2. T o define the intentions associated to the objective to reach 

3. T o specify the sequence of actions 

a) To translate the objectives and intentions to desired states of the system 

b) To find out the devices of the mechanics of the interface which will 

produce this state 

c) To find out the required manipulations of these mechanics 

4. To execute the sequence of actions 

5. To perceive the state of the system 

6. To interpret the state of the system 

7. To assess the state of the system 

When users want to achieve a task using a system (an implemented task), they 

have in mind an objective to achieve. After defining the intention to achieve the 

objective, they have to express their objective in term of a desired state of the 
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system, to determine the means to reach this state and how to manipulate these 

means. But there is a gap between the objectives of the user and the sequence of 

actions to trigger off to achieve this objective. This is the execution gap. To reduce 

this gap, the interface should provide objects, commands, prompts and means as 

close as possible to the mental representation of users (the abstract task). So, the 

cognitive effort made by users to translate their objectives into sequence of 

actions in the interface would be shorten. 

After executing the sequence of actions, the system provides feedback which is 

the result of the execution. This feedback is provided by physical variables (for 

instance, visual output). Users have to perceive this new state of the system and 

to interpret the physical state into mental state (i.e. an highlighted icon means 

that the tool provided by this icon is selected). Tuen, they have to evaluate the 

result obtained according to the primary objective. This is the evaluation gap. The 

interface should provide output means whose conceptual model is èasily 

perceived, interpreted and evaluated by users : the smaller the gap, the smaller 

the cognitive effort required to preceive and evaluate the feedback in relation to 

the objective. 

This model is iterative which permit to take in consideration a decomposition in 

goal/ subgoals as we need in the Cognitive Walkthrough. 

When we will present all the steps of the accomplishment of the Cognitive 

Walkthrough in chapter 3, we will replace each one according to the Norman 

model. 
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3. Conclusion 

We have seen the main problematic of the HCI in this chapter and the model 

[NORMAN, DRAPER 86] which provides a framework for this analysis. 

An interface almost always includes errors, lacks of guidance and so on. These 

errors diminish the interface usability. So it's very important for analysts and 

designers to have methods which permit to assess an interface to find out the 

mistakes of it and repair it. 
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Ch apte. r 2 

EVALUATION OF INTERFACES: STATE OF THE ART 

1. Introduction 

The evaluation of an interface is an assessment of the utility and usability of this 

interface. An evaluation permits to find out utility and usability problems that 

might prevent users from achieving their tasks. 

« Usability problems are aspects of the system which could reduce the 
usability of the system for the user, for example to confuse them, to slow 
them down or stop them completing their tasks » [LA VERY, COCKTON 
97). 

Many techniques can be used to perform this evaluation. The differences between 

these techniques tum on their focus, the person responsible for the evaluation, ... 

In this chapter, we will present the most famous and used usability techniques 

that are used for interface evaluation today. A classification will also be proposed 

to give a global view of the differences between the evaluation methods and to 

locate the Cognitive Walkthrough among them. 

2. The interface evaluation techniques 

Lewis and Rieman in [LEWIS 93] classify the evaluation techniques in two 

groups : the techniques with users and the ones without user. 
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2.1. Evaluation with users (empirical testing) 

As the system being designed must permit users to realize their task, the 

implication of users in the design process is unquestionable. 

« No matter how much analysis has been done in designing an interface, 
experienœ has shown that there will be problems that only appear when 
the design is tested with users. The testing should be done with people 
whose background knowledge and expectations approximate those of the 
system's real users. » ([LEWIS 931). 

The profile of the test users are to be close to those of users who will actually use 

the designed system. For instance, architecture software whose goal is to support 

the drawing of building plan should be tested by architects themselves, who are 

the final users. 

User testing is probably the best method to find out usability problems caused by 

an interface. An user is placed in front of the interface and is asked to try and 

perform one or more tasks that the system intends to support. Users who will 

participate to the test must be carefully choosen. 

Three kinds of user testing can be differentiated ([FARENC 97]): user 

observation, the think-aloud method and the questionnaires. 

2.1.1. User observation 

The test, performed in a real situation of use or in a usability lab, is directed by 

an expert who takes notice of the usability problems encountered by the test user. 

Data are collected by recording on the fly with the usability expert writing down 

his remarks, recording for instance on videotapes, or think-aloud techniques. To 

be optimal, such techniques require the involment of ail the intervening parties, 

i.e. users, usability evaluators and system designers. 
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Advantages 

User observation, done with a sufficient number of users, usually brings good 

results in terms of usability problems found. 

Disadvantages 

A first drawback of this technique is the time required to perform not only all the 

necessary user testings to find out a fair number of problems but also the time 

needed to do one single test. A videotape-recorded one-hour test often leads to 

an analysis by the usability expert lasting about ten hours. For one task 

performed by one user ! And a time-consuming method means an expensive one. 

2.1.2. The Thinking Aloud Method 

The principle of this technique is simple. 

« You ask your users to perform a test task, but you also ask thern to talk 
to you while they work on it. Ask thern to tell you what they are thinking: 
what they are trying to do, questions that arise as they work, things they 
read. » [LEWIS93]. 

During the course of a test, where the participant is performing a task or 

scenarios ( a set of specific tasks that can be accomplished by mean of 

the interface), the participant is asked to vocalize his thoughts, feelings, and 

opinions while interacting with the product system [WOODWARD 98]. 

As User Observation, the Thinking Aloud Method collects data allowing to 

evaluate the interface. During the test, the evaluator should note information 

about what users have found confusing, their actions (and the reasons of those 

actions) and consequently the usability problems with sometimes their cause(s). 

During the test, the evaluator must not keep a passive attitude. He must force 

users to give a good flow of information by asking questions such as « What are 
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you thinking now? », « Why did you choose this button? », ... Once again, the 

test can be video recorded, transcribed into written notes or both. 

Advantages 

This approach is widely used in computer design as it brings valuable data and 

locates where users have diffculties in the interface. lndeed, as evaluators see 

users while interacting with the system, they can notice not only areas of 

confusion and unforseen events but also why these occurred. Direct aloud 

feedback gives specific information about the interface. 

Further, the position of the think-aloud technique in the lifecycle, from mock-up 

to finished interface, suits all the design process. 

A last advantage of this evaluation technique is located in the expert' s required 

background: this one is low as think-aloud can be used with little training or 

usability experience, as long as leading questions and other forms of 'priming' 

are avoided. 

Disadvantages 

The analysis of verbal reports is difficult as results depends on the interpretation 

of users' remark and on the faculty of the user to verbalize his thoughs. The fact 

that users' answers can be influenced by the way of asking them questions is a 

second drawback of this method [FARENC 97]. 

2.1.3. Questionnaires 

Questionnaires are written lists of questions distributed to users in order to 

answer them after testing. The aim of questionnaires is to collect data about 

users'impressions after they used the system. This is thus an a posteriori method. 
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As soon as after users tested the system, they are asked to answer questions to 

determine the level of their satisfaction. 

Avantages 

This method is rather cheap and can be easily used at a wide scale : once the 

questionnaire has been written, it can be joined to every use of the system. 

Disadvantages 

Whereas this method permits easily to collect information in an unexpensive 

way, the difficulty lies in the redaction of good questions and in the 

interpretation of the answers [FARENC 97]. 

This method is often used to get feedback from final users after they acquired the 

system and so, to correct problems in future versions. In this point of view, the 

design is already complete when problems are revealed [HOM 98]. 

2.2. Evaluation without users 

Evaluation with users, even if it brings good results, is not always possible. Three 

reasons can be distinguished. Firstly, 

« Users' time is almost never a free or unlimited resource. Most users 
have their own work to do, and they're able to devote only limited time to 
your project. When users do take time to look at your design, it should be 
as free as possible of problems. This is a courtesy to the users, who 
shouldn' t have to waste time on trivial bugs that you could have caught 
earlier. » [LEWIS 93]. 

Secondly, user testing is actually efficient when the test is performed by a 

sufficient number of users. As each user finds a subset of all the problems, th.ose 

are likely to be uncovered if only a small number of users is available. 
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Finally, as said earlier, user testing is an expensive method in terms of as much 

number of user tests as time required to analyze the result of one test. 

There are many user-free evaluation methods (usability inspection methods). A 

distinction can be made between the task-centered methods and the task-free 

methods. The first class contains methods such as GOMS, KLM, Cognitive 

Walkthrough and the methods derived from it. The second one includes 

Heuristic Evaluation and the Guidelines evaluation methods. This enumeration 

is not exhaustive ; we limited ourselves to the best known and representative 

existing methods. Sorne explanations will be given below for each of the cited 

methods. 

2.2.1. GOMS 

GOMS is an acronym that stands for GOALS, OPERATORS, METHODS, and 

SELECTION RULES. Goals represent the goals that an user is trying to 

accomplish, usually specified in a hierarchical manner. The task is decomposed 

into goals, subgoals and elementary subgoals. Operators are the set of atomic

level operations with which an user composes a solution to a goal. Methods 

represent sequences of operators, grouped together to accomplish an elementary 

goal. Selection Rules « if ... then » are used to decide which method to use for 

solving a goal when several are applicable [WOOD 98]. 

GOMS predicts task times for an expert user of the system. Task times are 

obtained by adding up realization time of each physical and mental step required 

to achieve the task. 

In fact, GOMS is a family of techniques that 

« can provi.de much insight into a system' s usability, such as, task 
execution time, task learning time, operator sequencing, functional 
coverage, functional consistency, and aspects of error toleranœ » 

[WOOD 98]. 
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Advantages [JOHN, KIERAS 94]. 

GOMS models are usefully approximate, make a priori predictions: they don't 

need any working interface or mock-up. It is interresting as these predictions will 

be used to develop the specifications of the system to design. 

Second, the complexity and efficiency of the interface procedures is addressed 

very well by models in the GOMS family. 

Third, GOMS models are especially useful because one way to characterize a 

whole task is to describe the procedures entailed by the whole task; this allows 

the individual aspects of the interface to be considered in the entire task context. 

Finally, GOMS has been proven to be learnable and usable for computer system 

designers. 

Disadvantages 

Firstly, GOMS only considers predictions about error-free task times performed 

by expert users. It does not apply to beginners. 

Performing a GOMS technique for a task of some importance may require a 

daunting load of work. Thus, covering the whole interface is difficult. 

2.2.2. KLM (Keystroke-Level Model) 

Keystroke-Level Model is an ancestor of the GOMS techniques. As being a task

centered inspection method, KLM forces the evaluator to take a close look at the 

sequence of actions performed by users. The aim is to compute the time required 

for an experienced user to perform a given task. To predict task times, the 

evaluator totals the time required to realize each physical step composing the 
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task, each keystroke. Unlike other GOMS techniques, mental steps are not taken 

into consideration. KLM is thus a simplified method. 

The evaluator must access data about the predictions of times for each step and 

keystroke. These data are consituted by mesuring the average performing time 

for each physical step. This average is calculated from the observation of many 

users while performing these steps. 

Example 

Physical steps Time required 
(in seconds) 

Enter one keystroke on a standard 0.28 second 
keyboard 
Use mouse to point at object on screen 1.5 second 
Move hand to pointing device or function 0.3 second 
key 

Excesssively high task times, comparing to similar complexity task, may reveal a 

problem. Furthermore, this method highlights different problems according to 

the task description and the sequence of actions choosen by evaluators. 

KLM is especially recommended for widel y used procedures. A small time 

saving for a procedure performed thousands of times by a large number of users 

can be favourable [LEWIS 93]. 

Advantages 

This evaluation method can easily be used by a non-expert evaluator. By only 

considering physical steps of a task, KLM requires no cognitive knowledge and 

can be performed quite automatically. 
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Disadvantages 

However, KLM is burdensome as a task of several minutes is to be translated into 

hundreds of physical steps. A lot of time will be thus spent on detailling the task 

and then on adding up the times of these numerous steps. 

Further, KLM only considers the physical steps composing tasks. Mental steps 

(perception, choose to achieve a subtask, ... ) are not taken into account. 

2.2.3. Heuristic Evaluation 

Heuristic Evaluation is an usability inspection method where features of the 

interfaces are examined as corresponding to a list of heuristics. In opposition to 

guidelines which usually include thousands of rules, HE contains a small list of 

basic principles. The problems found by this technique correspond to violations 

of the heuristics. [Nielsen 94] defines the following list of heuristic principles : 

• Visibility of system status 

The system should always keep users informed about what is going on, · 

through appropriate feedback within reasonable time. 

• Match between system and the real world 

The system should speak the users' language, with words, phrases and 

concepts familiar to the user, rather than system-oriented terms. Follow real

world conventions, making information appear in a natural and logical order. 

• User control and freedom 

Users often choose system functions by mistake and will need a clearly 

marked "emergency exit" to leave the unwanted state without having to go 

through an extended dialogue. Support undo and redo. 
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• Consistency and standards 

Users shouJ.d not have to wonder whether different words, situations, or 

actions mean the same thing. Follow platform conventions. 

• Error prevention 

Even better than good error messages is a careful design which prevents a 

problem from occurring in the first place. 

• Recognition rather fhan recall 

Make objects, actions, and options visible. The user shouJ.d not have to 

remember information from one part of the dialogue to another. Instructions 

for use of the system shouJ.d be visible or easily retrievable whenever 

appropria te. 

• Flexibility and efficiency of use 

Accelerators -- unseen by the novice user -- may often speed up the 

interaction for the expert user such that the system can cater to both 

inexperienced and experienced users. Allow users to tailor frequent actions. 

• An esthetic and minimalist design 

Dialogues shouJ.d not contain information which is irrelevant or rarely 

needed. Every extra unit of information in a dialogue competes with the 

relevant units of information and diminishes their relative visibility. 

• Help users recognize, diagnose, and recover from errors 

Error messages shouJ.d be expressed in plain language (no codes), precisely 

indicate the problem, and constructively suggest a solution. 

• Help and documentation 

Even though it is better if the system can be used without documentation, it 

may be necessary to provide help and documentation. Any such information 

32 



should be easy to search, f ocused on the user's task, list concrete steps to be 

carried out, and not be too large. 

HE is one of the most used evaluation methods. 

Advantages 

Only a few training and time from the evaluator is neccessary. Furthermore, it 

usually brings good results, i.e. finds many usability problems. 

The small list of heuristics to apply lets the method be applied quickly, whereas a 

long number of rules would make it time-consuming and expensive. 

In principle, HE can be performed by one single evaluator. But as like many of 

the usability inpection methods, many more usability problems are found when 

the method is made separately by some different evaluators and when the results 

are then aggregated. The following figure [NIEl.SEN 93] (Fig.2) shows the 

proportion of problems found according to the number of evaluators whose HE 

results are added up. 
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Figure 2 - Proportion of problems found according to the 
number of evaluators 
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So, a high number of evaluators will find more problems but the evaluation will 

prove to be expensive. 

Furthermore, as evaluator are not to perform a task to evaluate the system, HE 

can be used early in the design process. As early as a first mock-up is designed, 

the method can be applied. 

Disadvantages 

The HE method doesn't provide much guidance about how to conduct the 

evaluation, which features look at first. Evaluators have to decide on their own 

how they want to proceed with the evaluation. It is almost the opposite of task

centered methods that force evaluators to focus on specific parts of the interface, 

HE mainly finds general, recurrent problems but not the smaller and the more 

particular ones. 

2.2.4. Guidelines Checklists 

Guidelines Oi.ecklists usually brings together thousands of ergonomie rules. The 

evaluation consists into the examination of the interface compliance to the list of 

ergonomie rules. Problems results in the non-conformance of interface features to 

ergonomie rules. 

The constituting of such guide of ergonomie rules cornes from the experience and 

knowledge of usability experts. The own evaluator knowledge helps to apply 

these guidelines during the test. For an example of an ergonomie guide, the 

reader may refer to [V ANDERDONCKT 93]. 
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Advantages 

Like Heuristic Evaluation, this method positions itself early in the lifecyle. As 

soon as a mock-up is available, it can be evaluated (no task is required). 

Disadvantages 

Because of the importance of the evaluator experience to use the method, 

Guidelines are not really accesssible to novice evaluator. Moreover, the scanning 

through thousands of ergonomie rules for each interface part and features is not 

an easy and quick way to find usability problems. 

2.2.5. Cognitive Jogthrough and pluralistic walktrhough 

These two methods are derived from the method we will study in details in this 

thesis: the Cognitive Walkthrough method. 

These two methods are task-centered and required either expert evaluators or 

non-expert ones. These methods are more detailled in [LEWIS 97]. 

3. Classification of the evaluation techniques 

The following table classifies the different evaluation techniques we described in 

the previous section. As said before, the main distinction between the techniques 

concerns the involvement ( or non-involvment) of users in the evaluation process. 

In each of these two categories, we distinguished the task-centered techniques 

and the task-free ones. 
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We made another distinction in relation with the quality of evaluators required : 

expert and non-expert. Then we took into account the number of evaluators who 

are necessary to perform the techniques. 

WITHUSER WITHOUT USER 

Quality of the 
Task-centered Task-free Task-centered Task-free 

evaluator 

Opinion poil GOMS, Cognitive 

EXPERT 1 Questionnaires without task W alktrough, Cognitive Guidelines 
scenario Jogthroughl 

,; ~; 

N User Observation2 
Pluralistic 

,-IÏ .. walkthroughl 

1 Think-Aloud 
'ti;( 

~ KLM Heuristic 

NON-EXPERT " -•i ~ evaluation 
Cognitive Jogthrough1, 

N User Observation1 Pluralistic 
walkthrough1 ~. 

Figure 3 - Classification of the evaluation technique 

Cognitive W alkthrough is the subject of this work. That' s why we didn' t explain 

it in the previous section. We only say here that this is a task-centered evaluation 

technique to be perforrned by one expert usability evaluator and which lets hirn 

see how an interface would appear to a first-tirne user, i.e. an user who hasn't 

never faced this interface. Ail this will be more explained in the next chapters. 

4. Conclusion 

There exists a lot of assessrnent rnethods. Each rnethod has its own range, 

advantages and disadvantages. We will present the rnethod we have learned, the 

Cognitive Walkthrough, in the nextchapter. 

2 These techniques are group evalution techniques that require both expert and non-experrt participants. 
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Chapter 3 

THE COGNITIVE W ALKTHR0UGH METH0D 

1. Introduction 

We will now present the Cognitive Walkthrough method. The original Cognitive 

W alkthrough was developed by Oayton Lewis, Peter Polson, John Rieman and 

Cathleen Wharton [WHARTON et al. 94]. The Cognitive Walkthrough method 

we present here has been extended by Darryn Lavery and Gilbert Cockton 

[LA VERY, COCKT0N 97]. We brought also some contributions to it, which will 

be presented as long with the method. 

This chapter will be divided into two main parts. 

First, this chapter is aimed to give the required inputs to perform a Cognitive 

Walkthrough. Secondly, its purpose is to explain how to perform a Cognitive 

Walkthrough method: the analyst is guided in a strong manner through the 

diffrerent steps of the method. The term « walkthrough » takes here all its sense. 

Another goal of this third chapter is to provide a theorical justification of the 

method by referring to the Norman model of the task presented in Chapter 1. 

An example of an application of the Cognitive Walkthrough is available in the 

Appendix B. This will permit to clarify the use of the method. 
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2. Description of the Cognitive Walktrough inputs 

What is needed to perform a cognitive walkthrough includes 

• A mock-up, a prototype or an already-made interface which gives a good idea 

of the final interface ; 

• A task to analyse ; 

• The abstract task; 

• An analysis of the context of use of the interface; 

• Prioritised utility and usability criteria (a balance of the utility and design 

criteria) ; 

• The concrete task (the implemented task); 

2.1. Mock-up, prototype or interface 

The mock-up, prototype or interface is what should be evaluated. The mock-up 

of the interface may only consists in a series of screens displayed during the task 

execution. But in this case, some information can be missing, for instance 

feedback information. So, the analyst, performing the Cognitive Walkthrough 

method on a mock-up must be conscious of this. 

In the case of using a prototype, the prototype of the interface is an incomplete 

interface where all the screens that intervene in the task execution and the 

feedback associated with the actions presented in these screens are present. The 

tool or prototype version which is used to perform the analysis must be specified. 

40 



2.2. Task to analyse 

Cognitive Walkthrough is a task-centered usability inspection method, i.e. it 

evaluates the usability of an interface by having a close look at specific tasks 

provided by a system. 

This section is about the problem related to the choice of a task on which a 

Cognitive Walkthrough will be performed. 

"Clwosing the right tasks to examine is key, sinœ aspects of the interface 
not involved in the tasks that are chosen will not be examined" [LEWIS 
97). 

Before explaining how to choose the task, it' s better to say more about this notion 

of task. 

During a design process, the analyst go through three different levels of task : 

abstract, projected and implemented (concrete) (Fig. 3). We have already 

presented the first and last level in the chapter one when we presented the 

Norman model [NORMAN, DRAPER 86]. 

The abstract task is the level of task as people perceive it in their environment. 

For example, an abstract task for a sightseer may be to find a way between two 

cities using a map and according to certain criteria, i.e. the shortest path, the 

cheapest path or the path including the biggest amount of sightseeing places. 

Supposing that an analyst wants to develop a program supporting the task of 

finding a way between two cities following some criteria, he has to perform an 

analysis of users, their environment (the workstation) and, of course, the abstract 

task. From these information, is derived the projected task. The projected task 

includes the task structure as it will be implemented in the system being 

developped. 
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Abstract task } ln users' mind 

J. Task analysis 

} Projected Task ln the design lab 

J. lm plementation 

lmplemented Task } Supported by the 
system 

Figure 4 - The three different levels of the task 

Following the design walkthrough proposed by Professor Bodart [BODART 98], 

the ergonomie and functional specifications should be analysed. From the first 

one, we can describe the interaction style and the dialogue attributes. From the 

second one, the information and functions specifications and the chaining graph 

of the functions can be derived. The chaining graph of the function is a 

multigraph where nodes are functions or messages and arcs are relations of 

precedence. From all the described specifications, we implement a concrete 

interface supporting the projected task and thus the abstract one. We are now at 

the third level of the task : the implemented task. So, the implemented task 

includes all the user actions on the interface mechanisms to complete it. 

We need to select a task to analyse which is intended to be supported by the 

interface according to the users' requirements: the set of tasks supported is also 

provided by the task analysis. 
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To choose tasks on which to perform Cognitive Walkthrough, it is necessary to 

distinguish two kinds of softwares : generic and specific. 

For a generic software (e.g. a word processor, a drawing editor, ... ), where the 

number of the different tasks available can really be huge, it seems to be 

impossible to realize an evaluation for ail of them : this number of tasks risks 

becoming too high and make Cognitive Walktrough a time-consuming and too 

expensive method CTEFFRIES et al. 91]. Two criteria are useful to choose the tasks 

needed. 

Firstly, the important tasks are to be chosen. You have to choose the central tasks 

of the system, i.e. those which the system was built around. 

"Important tasks are those that are most frequent or infrequent but critical 
tasks." [LEWIS 97]. 

Secondly, the tasks should be realistic, i.e. the most likely to be done by the user. 

To do so, it is important that the evaluator gets in touch with users to see how 

they will accomplish the task because perhaps users will realize quiet different 

tasks from those envisaged in lab CTOHN, PACKER 95]. Furthermore, the chosen 

tasks should be realistic, using multiple functions of the system if required. 

Because functions can be supported separately but a problem may happen when 

used together. Tasks which don't cover some functions won't show that. Just take 

the most 

"common tasks that cover the most important uses with realistic 
complexity".[LEWIS 97] 

For a specific software which depends on a context and so could have reduced 

functionalities (for instance, a GPS program where the different functions are: to 

find a way between two cities, to modify the way and to find out sightseeing 

information about places, .. . ), the better is to perform a cognitive walkthrough for 

ail the important provided functionalities (that are derived from the task 

analysis). 
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The result of this partis a text description of the chosen task. 

First remark 

Usually a projected task is implemented in one or more ways. An interface often 

off ers differents mechanisms according to the level of user' s expertise. For 

instance, a beginner-user will go through the functionalities using the mouse and 

the pop-up menus. On the other side, an advanced user would prefer quick 

shortcuts and keyboard manipulation. 

So, having in mind the profile of users, their knowledge of the system, ... one can 

choose between the task alternatives. 

Second remark 

The projected task should support completely the abstract task : all the 

functionalities needed to achieve the abstract task must be taken into account in 

the projected task. By selecting tasks at the implemented level, the role of 

Cognitive Walkthrough is restricted to an ergonomical evaluation of the 

interface and so the Cognitive Walkthrough is not central to a design 

development process but only an 'add-on'. 

Indeed, if the above assumption is broken, and thus all the functionalities needed 

to perform the abstract task are not supported in the projected task (if the 

developer does not his job perfectly), then we have to choose task to analyse at 

the first level. By doing so, performing Cognitive Walkthrough shall put in 

evidence the lack of utility, of mechanisms in the interface to achieve some parts 

of the abstract task. In this case, the problem is not located in the interface design 

anymore but in the task analysis. 
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2.3. The abstract task 

It is the decomposition in goal/ subgoals for the task in the mental model of the 

user as we have already defined it in the chapter 1. This information can also be 

taken from the task analysis. This decomposition is needed because it permits to 

compare the abstract task with the projected or implemented (concrete) one. This 

will be assessed in the Cognitive Walkthrough method. 

2.4. An analysis of the context of use of the interface 

It is important before performing the cognitive walkthrough to have some 

information about the context of use of the interface. 

The information we need about the context of use of the interface are the user 

profile and the context of work. These two information are, among others, 

produced by the task analysis [BODART 98]. Having in mind the characteristics 

of the different users is important while performing the Cognitive Walkthrough 

[FRANZKE 95]. 

As explained in [BODART 98], the user profile contains attributes describing the 

user' s experience of the abstract task, the user' s experience of informa tic systems, 

the user' s level of motivation to use the system and the user' s experience of a 

complex interaction technique. To these attributes, we add the user's experience 

of the implemented task on a previous or another system. 

The context of work includes an evaluation of the physical environment 

( equipments, environment and work conditions such as visibility, noise, ... ), the 

task allocation and single or multi-task allocation (i.e., will the task be interleaved 

with and/ or interrupted by other work tasks ?). 
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2.5. Utility and usability criteria 

The utility and usability criteria, also coming from the task analysis, are used to 

interpret the results of the Cognitive Walkthrough method but are not used to 

perform the method. By « interpret », we mean associate a level of severity with 

each usability problem found in regards with the utility and usability criteria. 

lt' s important to understand that the utility and usability criteria are independent 

of the interface, of the implemented task. We are assessing here the importance of 

the abstract task in relation to the utility and usability criteria we have described 

in the first chapter, point 2. These criteria are balanced according to the 

importance of the task and the context of use of this task. 

2.6. The concrete task (the implemented task) 

This part includes a goal-subgoal decomposition diagram and a forma! 

description of all the actions which compose the lowest level subgoals [LA VERY, 

CCX:::KTON 97]. 

A goal-subgoals decomposition starts from the main goal of the user. The main 

goal of the user is to reach the final state of the system corresponding to the 

objective for which the task is performed. 

Achieving this goal requires the accomplishment of some subgoals. A subgoal is 

an intermediate state of the system to achieve in the process leading to the main 

goal. These subgoals can also be decomposed into further subgoals. The 

decomposition of a subgoal stops when it can't be divided into other subgoals. 

This final subgoal is only made of a set of actions, we say that they are atomic. 

This kind of performing a task decomposition is close to the decompositon 

obtained with the TKS model 0OHNSON 92]. 
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First of all, we will define in the following paragraphs what we mean by 

"action". 

Firstly, an action consists of an operation executed by users via an interaction 

technique. For instance, a keyboard, a mouse, an optical pen or any other tool 

permitting users to interact with the interface. 

Secondly, the action must have an impact on either the interface (when it triggers 

off a feedback) or the state of the system. We will explain more about this last 

point. For example, in a drawing editor, after a mouse click on an icon (i.e. to 

draw a shape), this icon is selected. Users can thus use the function, related to this 

icon, which is now selected and ready to be used. But the interface can be made 

in such a way that no visual feedback is provided to users. Only the state of the 

system has changed. 

Naturally, an action can have both impact on the interface and the state of the 

system. 

For each undecomposed subgoal, a description of ·the composing actions is to be 

provided. For each action, the system response and any comment about the 

system state is to be given. Figure 5 presents such a description. 
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Method to achieve subgoal X : Name of the subgoal 

Main goal and active subgoals : 

A. Main goal 

{active subgoals} 

... X. Name of the subgoal. 

Comments : any necessary comments. For instance, preconditions. 

User action System Feedback Comments 

Action No Describe here the user Describe here the Describe here system 

action system's feedback to status, references to 

(e.g: X1) the action performed screenshots, ... 

Figure 5 - Description of an atomic subgoal 

Note the Action No with the letter (let's notice that this may be a figure) of the 

subgoal suffixed with a number representing the order in the action sequence. 

The user action can be described in prose. But as this is time-consuming and as 

such a description is sometimes ambiguous, it is preferable to use the User Action 

Notation [DIX, HARTSON 93]. UAN is a quick, expandable and unambiguous 

method to describe user action but it takes some time to leam it (see Appendix A 

for a short description of the UAN language). 

Describing the system feedback and state can also be clone using UAN. A 

complete task description is available in Appendix B. 

Here follows an ERA-model of the task description that we will use to perform a 

Cognitive Walkthrough (Fig. 6). 
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/ Decompositîon ~ 
~ / 

GOAL 
0-1 0-N 

Num 

Co 
Name Can be d mposes ecomposed 
Description 
Atomic[0-1] 

Id: Num 

0-N Js realized by 

/ Realization ~ 
~ / 

Rea/izes 
1-1 

ACTION 

Num 
Value 
Feedback [0-1] 
SystemStatus [0-1] 

Id : GOAL.Num 
' Num 

Figure 6 - ERA-model of the task description used in CW 

Integrity constraints: 
Only one goal (the main one) doesn't compose other subgoals. 
If a subgoal is atomic then this subgoal can 't be decomposed into other subgoals. 
If a goal is not atomic, it can't be decomposed into actions. 
If a goal is atomic, it must be decomposed into actions. 

Explanation of the components of the scheme : 
GOAL : this entity describes a goal intervening in the goaljsubgoal decomposition. 
• Num : identifier of the goal ; 
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• Name : name of the goal; 
• Description : description of the goal; 
• Atomic : boolean attribute that indicates if the subgoal is to be decomposed into 

lower subgoals. 

ACTION : this entity describes an action appearing in the sequence of actions 
required to perform an atomic subgoal. 
• Num : with the indentifier of the atomic subgoal that the action helps to perform, 

this attribute identifies the action ; 
• Value: this attribute describes in a formalism chosen by the analyst the action to 

consider; 
• Feedback: the feedback triggered offby the execution of the aciton is described here; 
• SystemStatus :this attribute describes the change in the system status resulted 

from the execution of the action. 

For an example of a task description, the figure 7 presents a possible task 

description limited to the subgoals (without the actions) of « drawing a house » 

with the drawing editor of Microsoft Word97. 

In this example, the main goal « draw a house » can be decomposed into four 

subgoals. These subgoals can further be decomposed into some subgoals. 

Subgoals such as C. « Select the rectangle icon » cannot be divided anymore. This 

subgoal contains too few actions to be decomposed again. A subgoal which 

contains several actions (more than 4-5) can probably be decomposed. 
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A. Draw a hous 

< C. Select the rectangle icon 

B. Draw the walls 

D. Draw a rectangle 

F. Select the line icon 

G. Draw the left side of the roof 

E. Draw the roof 

H. Select the line icon 

1. Draw the right side of the roof 

< 
K. Select the rectangle icon 

J. Draw the door 

L. Draw a rectangle 

~ N. Select the rectangle icon 

M. Draw the window ------------... 

O. Draw a rectangle 

Figure 7 - Example of a decomposition of a task into 
subgoals 

Main goal and subgoals are ordered alphabetically [LA VERY, COCKTON 97]: 

• Main goal is always "A". 

• First subgoal of "A" is always "B". The first subgoal of a goal is always the 

alphabetical next one. 

• If a subgoal cannot be divided, the other same-level subgoal will be 

ordered alphabetically. 

• When all the same-level subgoals have been ordered, the next goal to be 

ordered is the next unaddressed higher level goal. 
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This kind of graphical representation is well suited to small tasks without too 

many subgoals. But when considering more complex and realistic tasks, this 

could not be easy to perform like this. 

In this case, it's perhaps more judicious to represent the task decomposition in a 

quicker way (but graphically less clear). Here is an example of a decomposition 

performed as found in [DIX et al. 93]. This is the task decomposition of drawing a 

matrix of rectangle by using PowerPoint97 (Fig.8). 

O. Create s l ide 
1 . Create new slide 

1 . 1. Se l ect blank presentation 
1 . 2 . Select blank sheet 

2 . Insert Ti tl e 
2.1 . Insert Title Text 

2 . 1 . 1. Select the Text Box Icon 
2.1 . 2 . Draw the Text Box 
2.1 . 3. Type the title text 

2 . 2 . Insert Title separator 
2.2.1 . Select the line Icon 
2.2 . 2 . Draw the line 

3 . Draw the dernonstration stands 
3.1 . Draw the first rectangle 

3.1. 1. Select the rectangl e icon 
3.1.2. Draw a rectangl e 

3.2 . Reproduce the rectangle 
3 . 2 . 1. Select the rectangle 
3.2.2 . Copy the rectang l e i nto the clipboard 
3.2 . 3. Paste the rectan gle 
3 . 2.4 . Place the rectangle right to rnake the rectangle row 

Plan 3. 2. 
cornplete. 

repeat [ (3. 2 . 1 .) ... (3. 2 . 4 . )) unti l the rectangles row is 

3.3. Reproduce the rectangle row 
3.3. 1. Select the rectangles row 
3.3.2. Copy the rectangle row into the clipboard 
3.3 . 3. Paste the rectangle row 
3 . 3 . 4 . Pl ace the rectangl e row above the last one 

Plan O : 
Do 1 
Then do (2 .. 3) in any order 
For do other subgoals in the hierarchical order . 
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Example : matrix of rectangle 

DDDD DD 
DDDD DD 
DDDD DD 
DDDD DD 

,._......_., ,00111 • à•J.• •• - e• -, 
- ... - UJ o..-311"'', ... - l• ------H!!!I-"--m"'------1 4:N lfllII 

Figure 8 - The result of the task "Drawing a matrix of 
rectangle" in Microsoft PowerPoint97 

As you have seen, we have inserted some plan indications about the order in 

which to perform the subgoals, to repeat them, . .. 

We will continue to use the first one in this document, but all the examples and 

information given can easily be adapted to the second kind of decomposition. 

Finally, we can say that the projected task is similar to the concrete task 

(implemented task) we have just defined by a decomposition in 

goal/subgoals/actions but the projected task doesn't include the actions. It's 

limited to the decomposition to the subgoals. 
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3. Foundations of the Cognitive Walkthrough 

3.1. Introduction 

It is now time to present the Cognitive Walkthrough (CW) in itself. This method 

includes a set of seven questions. Answering these questions may reveal usability 

problems in the interface. The goal of section 3 is to show how to perform an 

evaluation with CW. 

The CW method, as an interface assessment method, should fit a task model such 

as the Norman model because this kind of model really makes evident the 

distance between the abstract task and the concrete one which is at the origin of 

the problems of the interfaces. T o base this method, we will take the seven 

questions of the CW method and try to replace them in the Norman model. 

The Cognitive Walkthrough method contains two different types of questions. 

The two sets of questions address two different fields. The first two questions are 

related to the goal/ subgoals structure. Questions three to seven are about th~ 

sequence of actions. Before exposing all the questions and the ways to answer 

those, we will explain the goal of theses two sets of questions. 

3.2. Structure of the presentation 

For all the seven questions, we will present the explanation of the question, the 

usual answers to the question and its position in the Norman model. 

3.2.1. The explanation of the question 

This is simply an explanation of the question. This section will provides keys to 

know how answer in a good way the Cognitive Walkthrough questions. 
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1. Whether the analyst answers Yes, no or perhaps, he has to bring justifications 

to the questions. These justifications will be used as causes of the problems in 

the case where the answers are negative. By negative answer, we mean that 

the answer is either a categoric «No» or« Not always » which is equivalent 

to « Perhaps ». So, the negative answers include all the answers except the 

categorically positive ones. 

2. For negative answers to questions, the analyst has to explain the cause(s) of 

the answer, i.e. why the analyst hasn't given an affirmative answer. This 

explanation constitutes a failure story, i.e. a little story which explains the 

assumed cause( s) of the problem. In other words, 

« the failure story explains why the analyst expects that the user will 
encounter a problem » [LEWIS 97]. 

3. To find the cause(s) and thus to explain the failure story, the evaluator has, 

into others, to his disposai, the user profile and the context of work which can 

often explain the cause(s) of the difficultie(s). It' s important that the 

justification to the answers related to the user profile and/ or the context of 

work are consistent with them [LEWIS 97]. 

4. It's important to notice that the user profile and the context of work aren't 

always sufficient to justify a « negative » answer. Indeed, for example, if a 

user encounters a problem because he hasn' t got experience of a similar 

application, the justification should be that « he has no experience of such an 

interaction technique Gustification by the user profile) and that the system 

didn't help him providing him, for example via the interface, a clear prompt 

to tells him what is required to do [LEWIS 97]. So, the prompt is really used to 

fill in this lack of knowledge. If such a prompt is not present, the cause is not 

only a lack of experience but also a lack of guidance of the interface. 
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This is really important because when we consider the CW as part of a 

development of an interface, when a designer is making an interface, he has 

to build it in regards with, into others, the user profile and the context of 

work. If the user has no experience with such an interaction technique, it 

would be too simple to justify the first problem he would meet only by 

saying that he has no experience and in this situation. In this case, the only 

solution seems to be that the future user will have to learn it. In fact, a good 

walkthrough would have been to consider that he has no experience and 

especially that the system doesn't help him in anyway. Indeed, this is a lack 

of the interface and the designer has committed a mistake because he hasn't 

thought about the user profile, i.e. that the user hasn' t experience of such an 

interaction means. 

In the case where the user profile reveals that the future users would be at the 

same time experienced and no-experienced users, the interface is to be 

adaptable in regards with the current user, e.g. erasing the prompt when this 

is an experienced user. 

5. Let' s notice that the analyst can justify an answer « only » by a lack, a problem 

of interface and doesn't add the user profile and/ or the context of work, e.g. 

where the user has experience of such an interaction mean and in spite of that, 

encounters a problem. Indeed, there exists causes which are inherent in the 

interface and which are not related to a lack of background of the user. 

Another example is the case where the user has no experience and the fact to 

have this knowledge wouldn't have hepled him and so, a prompt which 

would be aimed to fill in this lack of experience wouldn' t probably help. 

We will now present an example to clarify all that. 

56 



Example 

We consider our example of the drawing editor. We consider the subgoal : « To select 

the rectangle icon. ». This subgoal is strange to the abstract task. Its parent subgoal 

is: « To draw the walls. », which is a subgoal that matches peifectly with the abstract 

task. We consider two different kinds of user and so two different user profiles : 

First user : experienced user 

To draw a rectangle, if the user already knows at least one another drawing editor, he 

will probably know that he has to achieve this subgoal and how to achieve it. So, if we 

consider the first question in the CW method : « Will the user try to achieve the right 

subgoal ? », the answer will probably be: « Yes, by experience of a similar 

application. » because the user knows that he has to achieve it because he has already 

met this kind of mechanism (clicking on an icon to select a tool) in other(s) drawing 

editor(s). This justification consitutes here a sucœss story, i.e. 

« a story that explains why the analyst expects that the user will take the 
correct action» [LEWIS 97]. 

Second user: unexperienced user 

In the other side, if the user doesn't know another kind of similar application (e.g. a 

novice user), then we are going to consider two cases. 

1. The system provi.des the user with enough help to indicate him the correct action to 

do. In this situation, the answer will be probably: « Yes, because the system tells him 

the next step to achieve his task ». 

2. The system doesn't provi.de him enough help and the user can't achieve this 

subgoal. In this case, the answer will be probably: « No, because he has no experience 

of drawing editor and because the system doesn't help him ». It's important to notice 

that the designer has no impact on the first part of the justification (« because the user 

has no experience of drawing editor »). This is an assumption, an hypothesis that he 
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has to take lilœ that. In the other side, the designer has an impact on the second part of 

the justification (« the system doesn't help him ») because he can improve it. This 

second cause is so very interesting for the designer. 

6. We could add into the justification of the negative answers (and also the 

positive ones) the matching between the abstract task and the concrete one. 

Example 

The subgoal « To select the rectangle icon » is not present in the abstract task. So, if 

the analyst replies a negative answer to the questions related to this subgoal, he could 

justify by saying that this subgoal is not present in the mental model (abstract task) 

of the user. 

This is true but that very often, it' s almost impossible to have a perfect 

matching between the concrete task and the abstract one (unless for the 

interface of direct manipulation like the virtual reality for example). So, to 

justify a negative answer saying that there isn't a perfect matching is only 

legitimate when this technical subgoal which doesn' t match could have been 

avoided (let' s remember that when we 're saying that the abstract task 

doesn't match with the concrete one, it's either that one or more subgoals are 

technical subgoals which don't exist in the abstract task or it's a subgoal 

which exists in the abstract task but for which the order is not the same that 

this exisiting in the abstract one). 

7. There exists a dilemma. The fact of justifying an answer by the background of 

the user (for example, the user knows or doesn't know any similar 

application) is not always sufficient to justify the answer. Indeed, there exists 

causes which are inherent in the interface and which are also present in the 

similar applications. Thus, even, we can justify with his previous knowledge, 

this previous knowledge maybe includes some errors. 
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Example 

In Windows, in maybe all the applications, the user can see the ItemMenu «File» in 

the standard toolbar. This item is used to pop-up another menu which permits the 

user to create a new document, open an existent one, save it .... The name: «file» 

is not intuitive and is far away from the mental model of the user. The word 

« Document » would be more explicit and would have fit exactly with his mental 

model. The use of the word « file » instead of« Document » has been present in the 

first applications in windows and the new applications have simply followed them. 

Here is the dilemma : If we are making a new application which requires the 

manipulation of files, which label for the ItemMenu concerned the designer will 

choose ? Either he keeps the mistake alive because the user profile reveals that the 

users are experienced, with a such system or application, or he decides to solve the 

mistake by introducing the word « Document » in his interface because the user 

profile reveals that the user has no experience with a such system or application. 

Finally, even the user profile reveals the experience of the user for a such kind 

of application, he may decide to not perpetuate a mistake even if it 

constitutes a habit. This last solution can be selected more if the level of 

standardization of the similar kind of applications is enough low. 

In conclusion of this dilemma, we can say that it' s important to take a critical 

look at similar application(s) which provides a justification to an answer 

(affirmative or negative). 

3.2.2. The usual answers to this question 

For each question, this section will intend to present the most usual answers that 

can be given to the CW questions. Sorne of these usual answers corne from 

[LA VERY, COCKTON 97], we introduce the others from our experience. 
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3.2.3. The position of the question in the Norman model 

The Norman mode! can bring the foundations of the Cognitive Walkthrough. So, 

it' s interessant to replace each question according to this model. 

3.3. Subgoal-related questions 

3.3.1. Introduction to the subgoal-related questions 

The subgoal-related questions of the Cognitive Walkthrough method, the two 

first ones, talk about the goal structures of the considered task. lt is important to 

recall that there are two different goal structures to take into account : the first is 

the abstract task and the second is the concrete one. 

The reader should recall that the abstract task is the goal structure as conceived 

by users. lt is the structure that represents the way of users that accomplish an 

abstract task. The concrete task is the goal structure of the task as the system 

requires to complete it to achieve the task. In other words, it' s the goal structure 

of the task imposed by the interface. 

Example 

When the first cash dispensers entered into action, the concrete goal structure was 

so : users had first to insert their credit card, then to choose the desired amount of 

money, to insert their secret code, to take the notes and finally their card back (Fig. 9). 

This structure was imposed by the cash dispenser interface. But what happen in 

practice ? When users received the notes (that was their main goal), they often walked 

away and forgot to take back their credit card. The reason was that the main goal of 

the abstract task (which is here a real task) was completed. The solution to this 

problem was to force users to take their card before giving them the money. In this 

way the concrete and abstract task were finished together (Fig.10). 
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A difference between one abstract and one concrete task may be interpreted 

according to a difference in the goals sequence or/ and according to a different 

decomposition (supplementary subgoals may be imposed by the interface, ... ). 

Another difference is the fact that the interface doesn't include all the 

functionalities which are present in the mental model. In this case, the degree of 

coverage of the interface in regards with the mental model is not totally 

respected. So, the interface is not totally useful. 

The aim of the subgoal-related questions is to show the gap between the abstract 

task structure and the concrete task structure. So, for each subgoal, these two 

questions must be answered. But not in any order ! 

8. lnsert credit card 
1 • C. Ch oose an amo unt of 

monev-. 

A. To get money -E----..... 10 . lnsert the secret code 
1 .. 

E. Take the notes 
1 .. 

F. Take the credit card 

Figure 9 - Concrete goal structure of the early cash 
dispensers 
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A. To get money 

B. lnsert credit card 
1 • C. Choose an amount of 

monev-. 

E-----•o. lnsert the secret code 
1 • E. Take the credit card 
1 

• F. Take the notes 
1 

• : Sequence 

Figure 10 - Concrete goal structure of the present cash 
dis pensers 

These questions have to be asked from the main goal to the lowest subgoals 

following the alphabetical order. After answering these questions for an atomic 

subgoal, we need to answer the action-related questions according to the actions 

composing this subgoal. Then, we corne back to the next subgoal (following the 

alphabetical order). The following scheme illustrates this depth-first search (Fig. 

11). 

The dashed arrows represent the order in which to answer questions. First, the 

analyst should address the subgoal-related question of subgoal B. After that, he 

must answer the same questions for his first successor, i.e. C. When it is finished, 

the analyst must focus on the action-related questions for each of this subgoal 

action (since it is an atomic subgoal). Then, he must go back to D which is the 

following subgoal. After performing the same steps for D, the following subgoal 

to be analysed is the next one in the alphabetical order, i.e. E. 
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A. Draw a house 

············~-... 
••• <C. Select the rectangle icon 

8 . Drawthe walls ••••, 
D. Draw a rectangle ◄•••••• 

.. .. .. ...... .... 
... 

~•• F. Select the line icon 

E · Draw the roof ~ G. Draw the left side of the roof 

~ H. Select the line icon 

1. Draw the right sicle of the roof 

J. Drawthe door 
K. Select the rectangle icon 

L. Draw a rectangle 

D h 
. d <N. Select the rectangle icon 

. rawt e w1n ow 
O. Dr aw a rectangle 

Figure 11 - Example of the answering questions sequence 

The process of step-through must continue in the same way until ail the subgoals 

and actions are analysed. 

3.3.2. Content of the subgoal-related questions 

3.3.2.1. Question 1 : Will the user try to achieve the right subgoal ? 

Explanation of the question 

1. This question is related to the intention of the user to achieve the 

right subgoal: will the user have the appropriate subgoal in mind ?. 

By right subgoal, we mean the next subgoal in the concrete goal 

structure (concrete task). So, we want to know if users know which 

subgoal is the right subgoal to achieve. 

This question is quite important because it permits to evaluate if the 

concrete goal structure ( concrete task) of the task is close to the 
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abstract goal structure (abstract task). Note that this one is obtained 

from the task analysis. If the gap between the two is important, users 

won't probably know whlch is the right subgoal to achleve. But if 

when there is a difference between the two structures, the interface 

can provide information giving users help to know the next subgoal. 

If the analyst gives a negative answer to this question, we can 

conclude that the concrete goal structure of the task is different from 

the abstract one and that the interface doens' t inform users about this 

difference. 

Example 

To illustrate, here follows an example. We have a drawing edition in which, to draw a 

shape, users have ftrst to select the ftll color before selecting the shape to draw 

(rectangle, diamond, ... ). But in real life, when people want to draw and to colora 

shape, they ftrst draw the shape and then select a color and use it. So, there is an 

obvious difference between the abstract task and the concrete one. In this case, it is 

likely that users will have a problem because they will try to select a shape tool ftrst .. 

The analyst will give a negative answer to this ftrst question. 

2. But supposing that when users try to select a shape tool, the 

interface provides a feedback (i.e. a hint text) saying to users that they 

have to first select a fill color. Now, the interface provides information 

about the concrete goal structure and the next subgoal to achleve. The 

analyst will gives thus, in this case, an affirmative answer. 

Furthermore, users can know about the right subgoal to achleve, even 

if no information is provided and the concrete structure differs from 

the abstract one, for instance because he is used to the task because he 

is a former user of a similar system. 
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3. Supposing that the analyst answers « No » to this question. This 

implies that he thinks that users won' t try to achieve the right subgoal. 

Thus, it is likely that that users won' t succeed in performing the task. 

The analyst may then stop the walkthrough as he found a problem 

that make the realization of the task impossible. This is a wrong 

choice. 

Whatever the answer (affirmative or negative), the analyst must go on 

with the hierachically lower subgoals because there are perhaps 

problems in those, not only related to the goal structure but also 

related to the actions. As it is important to find out the possible other 

problems in the lower subgoals, the walkthrough must be continued. 

However, to answer the Cognitive W alkthrough questions related to 

the subgoal-children of the one considered, the analyst will have to 

assume that he didn' t give a negative answer but an affirmative one. 

Because the fact that there is a problem at some point in the goal 

structure doesn' t have to influence the rest of the analysis. 

Usual answers to this question 

When the analyst gives an affirmative answer to this question, the 

most common answers are usually the following ones : 

• By experience of the system or similar system. 

• Because the system tells the user, for example through a modal 

dialogue. 

• By experience of task on a previous system or another system. 
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• Because users have the knowledge to achieve a higher subgoal 

(inheritance from subgoal X question 2). 

Inheritance (See 3.3.2.2. for a complete explanation) is a way to answer 

this question that we introduced to shorten the time needed to 

perform the method, when it is possible. In the beginning, we didn' t 

use the inheritance and we answered at this question using a bottom

up approach. We have always delayed the answer to the lower level of 

actions , i.e. we only gave an affirmative answer to question 2 for a 

certain subgoal if we could gave an affirmative answer to the question 

2 of ail the subgoal lower subgoals. 

• By experience of the abstract task. 

Assuming that users know the abstract task subgoal hierarchy, if the 

concrete subgoals hierarchy implemented in the interface is the same at 

the subgoal considered,it can be said that users will try to achieve the 

right subgoal of the concrete task because it is the same that he would 

try to achieve while performing the abstract task. 

It is important to always justify an affirmative or a negative answer, 

especially when answering one of the above standart anwers. The 

analyst must say in what the experience is similar or how the system 

tells users about the next subgoal, and so on. The note applies to the 

answer of all the other question of the Cognitive Walkthrough 

method. 

When the analyst gives a negative answer to this question, the most 

common answers are usually the following ones: 

• Because there is a too important gap between the concrete goal 

structure and the abstract one (and because the system doesn't 

provide information to fullfill this gap). 

66 



• Because the user has no knowledge of the task on the system and the 

system doesn't provide the information which would indicate which 

subgoal to try and achieve. 

Position of the question in the Norman model 

The Norman model puts the distance between the abstract goal 

structure and the concrete one in evidence. The first question in the 

CW is goal-related. We have two possibilities: either the subgoal 

matches perfectly with the abstract goal structure, then there is no 

problem, or the subgoal doesn't match perfectly with the abstract goal 

structure and then this question will evaluate if the distance between 

this subgoal and the abstract model of the user is important or not. 

After executing a sequence of actions, perceiving and interpreting its 

results, users have made an iteration through the Norman model. 

Indeed, this model lets us express the task in term of a hierarchy of 

goals/subgoals. So, when conscious of the now current state of the 

system, users will select the next subgoal to achieve to perform the 

next iteration in the model. 

All the first three points of the Norman model could be covered, 

including goal setting, intention formation and the specification of the 

actions. Only the first step of the specification of actions (the 

translation into desired states of the system) is relevant for non atomic 

subgoal. For atomic subgoals, the three points of the specification of 

actions intervene. 

The matching between the abstract and concrete task is evaluated 

here. Let' s notice that if the concrete subgoal perfectly matches with 

the abstract one, this crossing is very little and so very easy. 
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3.3.2.2. Question 2 : What knowledge is needed to achieve the right subgoal ? 

Will the user have this knowledge? 

Explanation of the question 

Whereas the first question addresses the problem of knowing if users 

will try to perform the subgoal they have to, this question is about the 

knowledge to achieve the subgoal. There is always some knowledge 

on how to realize a task or a part of it. This question forces the analyst 

to determine which knowledge is necessary, because users may know 

which subgoal to achieve but not how. 

Secondly, if the user has to achleve a subgoal, we have to know 

whether he has now the knowledge or whether he will have the 

required knowledge in the future, for example because the system 

gives hlm the information needed to know how to do. 

If an affirmative answer is given, the cognitive walkthrough can go on. • 

If a negative answer is given, the analyst has to know exactly which 

part of the knowledge users won't get and why. In other words, we 

want thus to know at which lower subgoals or actions, the system has 

a lack of information to complete the subgoal. 

Usual answers to this question 

When the analyst gives an affirmative answer to this question, the 

most common answers are usually the following ones : 

• • By experience of the system or similar systems. 

• Because the system tells the user, for example through a modal 

dialogue. 
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• By experience of the task on a previous system or another system. 

• Because users have the knowledge to achieve a higher subgoal 

(inheritance from subgoal X question 2). 

Wh.en the analyst gives a negative answer to this question, the most 

common answers are usually the following ones : 

• Because users have no experience of either the system or the task and 

because the system doesn' t provide complete information. 

• Because users haven' t the knowledge required to perform one of the 

lower subgoals. 

In this case, the answer of this question is deferred until the analyst 

gives a negative answer to a question 2 of a subgoal-children (bottom

up approach). 

For atomic subgoals (i.e., pre-terminals in the goal tree), this answer 

may be deferred to the action-related questions. Users don' t have the 

knowledge but perhaps the system gives him the necessary 

information. That' s why a doser look in the sequence of actions of this 

subgoal can help to answer its question 2. 

lnheritance 

The last answer may be often used to answer this question. What' s 

why we will explain more about this. 

If we answer at this question that the user has the knowledge, all the 

sub-subgoals of the previous subgoal must be answered in the same 

way at this same question and also at question 1. We call that 

"inheritance" (top-down approach). Let's notice that the answer at 

action-related questions of all the actions of all sub-subgoals of the 

previous subgoal seem to be "yes" (by inheritance). It's a solution to 
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reduce the burden of the Cognitive Walkthrough because it permits 

reduction of the number of questions to answer and justify. Thus, we 

perform a top-down approach here in contrast of the bottom-up 

approach. The bottom-up approach delays the answer to question 2 to 

the analysis of lowest subgoal of the goal structure. In that approach, if 

users have all the knowledge of the lowest subgoals, we can say that 

they have knowledge for the higher ones. 

In the top-down approach, when we can give affirmative answer to a 

question two of a subgoal, we can assume that the rest of the goal tree 

that is dependant on this subgoal is satisfied. It is less taxing. 

Example 

The example (Fig.12) is talœn from a diagram modific.ation task. We will only 

consider fhe subtask of selecting the lower part of the diagram as shown in the 

following figure. 
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Figure 12 - Example of a task selection with Microsoft 
Word97 
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The goals/subgoals decomposition of this subtask is illustrated by Figure 13. 

For the considered subgoal C, if users know how to perform multiple selection in the 

drawing editor of Microsoft Word, the analyst will give an affirmative answer to the 

question 2. Then, it may be viewed as a waste of time to perform the method for the 

lower subgoals D and E because the analyst knows that users have the knowledge to 

achieve the subtask of selecting the part the diagram, and from this, they also have the 

knowledge of selecting the « Select Objects » (permits to switch from the text edition 

mode to the objects selection mode) icon and of dragging a rectangle. 
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C. Select bottom part 
ofthe diagram < 

D. Select "Select 
Objects" icon 

E. Drag a rectangle to 
select the shapes 

Figure 13 - Goals/ subgoals decomposition of the subtask : 
selecting the lower part of the diagram 

In conclusion, the inheritance can reduce time and effort for cognitive walkthrough 

analysis, as answering questions for certain subgoals can be avoided since users know 

how to achieve a upper subgoal. 

Position of the question in the Norman model 

This question hasn't an explicit place in the Norman model for the 

non-atomic subgoals. For th.ose, this question is only a way to reduce 

the cognitive walkthrough analysis. 

For the atomic subgoals, this question addresses the knowledge of 

users according to the sequence of actions to realize and perform the 

subgoal. So, the question is clearly located in the third step of Norman 

mode!, i.e. the « specification of actions sequence » where in relation 

with his intention, the user has to translate it into a sequence of actions 

that would permit to complete the current subgoal. The second and 

third step of the specification of actions sequence, « to find out the 

devices of the mechanics of the interface which will produce this 

state » and « To find out the required manipulations of these 

mechanics », are concerned by this question. 
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3.4. Action-related questions 

3.4.1. Introduction to the action-related questions 

After answering subgoal-related questions for an atomic subgoal, the analyst 

may step through the sequence of actions that compose this subgoal. Indeed, at 

this level, a subgoal isn' t composed of a set of lower other subgoals, but is 

composed of a sequence of actions that must be completed in a specified order to 

achieve the subgoal. 

3.4.2. The action-related questions 

3.4.2.1. Question 3 : Can the user perceive that the correct action is 

available? 

Explanation of the question 

This question is perception-related: can the user know that a widget 

exist that will allow them to perform what they need to? We want to 

know if the interface is made in a way that permits users to perceive 

the correct action to select. The correct action to realize an atomic 

subgoal to realize is the next action of the task sequence. 

When answering this question, the analyst has to specify the interface 

mechanisms that would be used to, or that would be perceived as a 

way to, achieve the action. 

Finally, let's remark that the question was initially: « Will the user 

perceive that the correct action is available ? » but we think that the 

word « Can » is more approprate to indicate a perception. Indeed, this 

question is perception-related. 
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Usual answers to this question 

When the analyst gives an affirmative answer to this question, the 

most common answers are usually the following ones : 

• By experience of the system or similar systems. 

• By experience of the task on a previous system or another system. 

• Because users have the knowledge to achievë a higher subgoal 

(inheritance from subgoal X question 2). 

As explained in section 3.3.2.2., an affirmative answer can be given at 

any question related to a subgoal or an action if the analyst has given 

an affirmative answer to the question 2 of an upper subgoal. 

• Because the system provides the information required (e.g.: an icon 

representing the action) 

When the analyst gives a negative answer to this question, the most 

common answers are usuall y the following ones : 

• Because the information provided is misleading (e.g. a wrong

labelled button may prevent users from understanding the action it 

triggers off). 

• Because the system provides too much information about many 

different actions (e.g. an interface where lots of actions are available 

through the use of icons; in this case, there are perhaps too many 

icons, so users won't pickup the one they need). 

• Because the action is not easily accessible ; it requires too many 

interface manipulations to trigger off the action. 

This may be the case, if users have to go through two or three levels of 

a pop-up menu, and/or the information (e.g. the menu items labels) is 

no directly related to the actions. 
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Position of the question in the Norman model 

This question is only about perception of the correct action in the 

sequence of actions to achieve an atomic subgoal. ln the Norman 

model, we can replace this question in the action specification part. 

Since this question is about the perception of the correct action to 

complete to progress in the realization of the current subgoal, it allows 

examination of whether users can determine the mechanisms of the 

interface that would product the desired states of the system and to 

determine the manipulations to realize on these mechanisms. So, the 

second and third step of the specification of actions are related to this 

question. 

3.4.2.2. Question 4 : Will the user associate the correct action with the 

subgoal they are trying to achieve ? 

Explanation of the question 

When an action is perceived, users will only make it if they see that 

there is some connection between this action and the subgoal they 

want to achieve. An user will associate an action to a subgoal if he 

thinks that this action will change the present state of the system into 

his desired state of the system. 

For example, in a drawing editor, if a user wants to draw a rectangle 

and if he notices the rectangle icon in the drawing toolbar, he will 

probably associate the action « Oick on the rectangle icon » with the 

subgoal « Draw a rectangle » because there is an obvious link between 

the action and the objective to achieve. 
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Usual answer to the question 

When the analyst gives an affirmative answer to this question, the 

most common answers are usually the following ones : 

• Because the system provides the information required (e.g. : a text in 

the status bar). 

• By experience of the task on a previous system or another system. 

• Because users have the knowledge to achieve a higher subgoal 

(inheritance from subgoal X question 2). 

• Ali other actions or choices look wrong. 

• If there is some connection between the action ant the subgoal they 

are achieving. 

• Answer deferred to question 6. 

This last answer will be explained further. The analyst can sometimes 

defer the answer to this question until question 6. Sometimes the user 

is not sure about the action to perform and will make a few attempts 

to see the system response. According to this response, he will go on 

performing the action. For instance, the user notices an icon but he not 

sure that this icon will provide him what he needs. He probably will 

move the mouse pointer to this icon and, seeing the feedback (the hint 

text), he will know this is what he was looking for ( or not). This is an 

information feedback. Here follows an illustration (Fig.14). 

/Il. 2.5cm ln l 

Figure 14 - The hint text of an icon 
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So, sometimes the representation of the action or the information, 

provided by the system, doesn' t permit users to be sure about the 

association of the action with the current subgoal. But the feedback 

can provide more information that confirm the connection. 

Wh.en the analyst gives a negative answer to this question, the most 

common answers are usually the following ones : 

• Answer deferred to question 6. 

• Because the system doesn' t provide information or this information is 

not unambiguous. 

The system can provide information but this may be not useful if users 

don't understand those. For instance, if a button is wrong-labelled, 

users may not associate this label with the action they want to 

accomplish. 

Position of the question in the Norman model 

Question 4 is related to the action sequence specification part of the 

Norman model, step one, i.e. « To translate the objectives and 

intentions to desired states of the system». The specification of the 

action sequence involves the translation by users of their objectives 

into desired states of the system. Then, they have to determine the 

mechanisms of the interface which would product these states. 

It seems that these two first steps are treated by question 4 : « Will the 

user associate the correct action with the subgoal they are trying to 

achieve? ». With a given action, we want to know if users are able to 

determine that this action is related to the objectives they want to 

achieve. 
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Answering this question, according to the Norman model, permits to 

find out if the interface offers ways for users to translate their mental 

goals into interface mechanisms. 

3.4.2.3. Question 5 : Will the user perceive the f eedback ? 

Explanation of the question 

This question is perception-related. After the execution of the action, 

the interface often provides feedback that informs users about the 

effect of the action on the system. 

Thanks to the feedback, users are aware of the success or the failure of 

the sequence of actions to reach the desired state of the system. The 

feedback is shown by a set of physical variables of the system. So, this 

question forces the analyst to look after any interface means and to ask 

himself if users will notice any feedback. 

Usual answers to this question 

When the analyst gives an affirmative answer to this question, the 

most common answers are usually the following ones : 

• By experience of the system or similar systems (by conscious 

attention : users know that a feedback will be provided and they look 

at it). 

• Users know that the interface will provide a feedback because they 

have already used this system or a similar one and they consciously 

look after it because it will inform them about the result of the actions 

on the state ot the system. 

• If they are focusing on the area of the screen which provides the 

feedback. 
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• If the feedback can not be ignored, for example audio or a message 

box where users have to click on the "OK" button before doing 

anything else. 

When the analyst gives a negative answer to this question, the most 

common answers are usually the following ones : 

• Because there is no feedback. 

• Because the feedback appears in a part of the screen where users' 

attention is not focused, or the appearance of the feeback brings little 

difference with the previous state of the interface (without feedback). 

Example 

The following figures illustrates this last point. The task considered concems the 

filling of a form in a Web page. Users fill in the different text field (see fig. 15). When 

users select the e-mail text field, the message shown in the status bar changes to 

indicate the syntax of the e-mail address to enter (fig. 16). 

But as this feedback appears in a part of the screen, the status bar, where the attention 

is not only rarely focused but also is not focused in this case because users are likely to 

look at the from. Because the human attention is selective such a feedback will be 

almost never noticed (fig. 16). 
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Men Double r r r 

Figure 15 - The state of the web browser before clicking in 
the Email text field 

Position of the question in the Norman model 

C1 

r 
r 

This question is obviously related to the step 5 of the Norman model, 

i.e. the perception of the state of the system. Following the 

manipulation of the system mechanisms to execute the sequence of 

actions, the state of system has changed. This change is visible thanks 

to the physical variables of the system and if it is perceived by users. 
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Figure 16 - The state of the system after clicking in the 
Email text field 

Question 6 : Will the user understand the f eedback ? 

Explanation of the question 

-- -

When users have performed a set of actions on the interface and since 

a feedback was provided to them by the system, the question is to 

know if users will understand this feedback. 

It is important for the analyst to ask this question, because a 

misunderstanding of the feedback can lead users not to understand 

the new state of the system, to believe that the system has not 

performed what they were waiting for after the execution of the 

sequence of actions, and so to force users to make some other 
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- - - - ------- - ----------

sequences of actions whereas the current state of the system is the one 

required by users. 

Usual answers to this question 

When the analyst gives an affirmative answer to this question, the 

most common answers are usually the following ones : 

• By experience of the system or similar systems. 

• If users are familiar with this system or similar ones, he knows about 

the feedback provided for the current action and so, he will recognize 

it. 

• If the feedback is unambiguous. 

An unambiguous feedback is a feedback that will be clearly 

understood by users. For example, if users want to perform a 

forbidden action, the system may react, prevent users from doing this 

action and as feedback, give an alert dialog box where information 

about the forbidding of the action and its reason is given. 

When the analyst gives a negative answer to this question, the most 

common answers are usually the following ones : 

• If the feedback is ambiguous. 

• Because there is no feedback or users don't perceive it (from question 

6). 

Position of the question in the Norman model 

The step 6 of the Norman model is about the interpretation of the new 

state of the system (got by the execution of the sequence of actions). 

Users have to translate the physical state into mental state and to 

interpret the perceived state in relation with their intention. For 
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instance, in a word processor, he has to translate the physical state 

« darkened text » into the mental state « selected text ». 

Indeed, the question 6 is about this step of the Norman model as we 

want to know if users understand the feedback perceived, i.e. if the 

interface language is compatible. 

3.4.2.5. Question 7: Will the user see that progress is being made towards 

solution in relation to their main goal and the current subgoals ? 

Explanation of the question 

The analyst has to think instead of the user to find out when an action 

has been made, if there has been progress or not (from users' point of 

view). We could say that when an action has been made, and when 

the user knows how to perform the task (i.e. he has the knowledge to 

do this), there is progress in the subgoal which includes this action 

and progress in all super-subgoal whith includes this subgoal to the 

main goal. 

So, to answer this question, the analyst has to decide that there is a 

progress when this is a significant progress seen by users. 

Usual answer to this question 

When the analyst gives an affirmative answer to this question, the 

most common answers are usually the following ones : 

• By experience of the system or similar systems. 

• Because the system provides him with the information. 
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When the analyst gives a negative answer to this question, the most 

common answers are usually the following ones : 

• Because there is no feedback and users have no experience of the 

system. 

• Because users have not understood the feedback (from question 6). 

Position of the question in the Norman model 

The base of this question is step 7 of the Norman model, the 

« evaluation of the state of the system». At this point, users have to 

compare the perceived state of the system in relation with the desired 

objectives. Users want to know if, after executing a sequence of 

actions, they have achieved their objectives or are doser to these. 

Question 7 is clearly about this problem because it forces the analyst to 

ask himself if users see that there is progress in completing the 

objectives. 

3.5. Conclusion on the foundations of the Cognitive 

Walkthrough 

Given the comprehensive matching with the Norman model, the CW permits to 

evaluate the importance of the distance between the abstract task (his mental 

representation of the task he has to achieve) and the concrete task imposed by the 

interface. This evaluation will be able to be performed at the execution and 

evaluation levels. 
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4. Conclusion 

This chapter has brought foundations of the Cognitive Walkthrough method and 

has explained how to perform such a method. The performing is the answering 

to the questions of the Cognitive Walkthrough without forgetting to justify their 

in the aim to find causes of the problems. Going through the questions only 

reveals possible usability problems but says nothing about the seriousness of the 

problems and possible failure in the task realization. This will be assessed in the 

fifth chapter. 
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Chapter 4 

LOCATION OF THE COGNITIVE WALKTHROUGH METHOD IN THE 
TASK ANAL YSIS 

1. Introduction 

This chapter is aimed to present you the location of the Cognitive Walkthrough 

in a design development process. As design development process, we have 

selected the task analysis approach developed by Professor Bodart [BODART 98]. 

First, we will present an overview of this task analysis method and after that, the 

two possible locations of Cognitive Walkthrough within this approach. 

Secondly, we will present the design criteria approach to user interface design. 

This also influences the way designing an interface and we will compare a 

technique using a kind of criteria (Heuristic evaluation) with the Cognitive 

Walkthrough. Finally, we'll briefly present Heuristic Walkthrough, a method that 

combines both techniques. 

2. Review of the task analysis 

We consider here task analysis as part of a general lifecycle for developing an 

interface. of the approach is as taught by F. Bodart for the second master's degree 

([BODART 98]). 
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Example 

To give examples of our future explanations, we will introduce you a case. It is about 

the drawing of a house in a drawing editor that we have to create. Let' s notice that, in 

this perspective, this drawing editor will include the possibility to make a house and 

other abjects which is easily assimilated toit but won't include all the functionalities 

of a complete drawing editor. The aim is here to show how to develop an interface and 

so we assume that the interface ta build is a reduced drawing editor which only 

includes the mechanisms to draw abjects like house. 

2.2. The inputs of the task analysis 

The first step in the task analysis is to analyse the abstract task (which is here a 

real task) watching the users, the workstation and the knowledge of the domain 

(Fig.17). 

Task to be 
implemented 

Theusers 

Users Workstation Knowledge of the do main 

Analysis of the task 

Figure 17 - The inputs of the task analysis 

lt' s important to know what kind of users will perform the implemented task 

because they represent the potential future ones who will use the interface and 

they will have an influence in the design of the future one. 
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Example 

In our example, the user may be a secretary, an office employee, ... who makes a 

drawing of a house on a sheet. 

The workstation 

The workstation represents the environment of work where the task is achieved. 

The knowledge of the domain 

It' s the knowledge of the abstract task. 

Example 

The knowledge of drawing a house with a pen on a sheet of paper. 

2.3. The results of the task analysis 

This analysis of the task will produce several results (Fig.18) . 

... 
1 

V 

Utility and 
usablllty 
crlterla 

... ... 
Analysis of the task 

V ~· ~· 
User Context The 

profile of work parameters 
of the 

interactive 
task 

Figure 18 - The results of a task analysis, following 
Pr.Bodart's approach 
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The balance of each of the utility and usability criteria 

According to the analysis of the task, we'll give more weight to some criteria, in 

regards with their importance and the context of use. 

Example 

In our example, the subjective satisfaction of the user must be high to permit user

friendliness for the user and the degree of coverage of the mechanisms of the interface 

has also to be high because it would be good if the functions of the interface can cover 

the most important functions desired by the user. This would permit a drawing doser 

by the mental representation of the drawing the user has, even if we 're building a 

« reduced » drawing editor. 

Then, the learning time of the task can be long because we can assume the user will 

often have to draw diverse drawings. If the user only performed the task rarely, the 

learning time should be very short because it would be inadmissible to constrain the 

user to pass too much time all learning again every time he will perform the task. 

Let' s notice that the balance of each of these criteria are dependent on the importance 

and context of the task revealed by the task analysis. 

Thus, the different weights on each of the criteria that we have assigned here are 

one possible balance of these criteria assuming a specific task but according to 

another context of the task, another balance could have been choosen. 

The user profile 

The user profile describes the future stereotypes of users of the interface 

according to the potential users we have considered. In fact, we' re trying to infer 

some characteristics of the users of the future interface. The user profile will 

reveal the experience of the abstract task, the motivation of the user and 

moreover, the experience of the computer system, similar or not with the future 
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interface and the experience of a complex interaction mean. Moreover the 

knowledge of the same kind of concrete task on a similar application must be 

specified. Let' s notice that there exists different ways of analysis such as the 

interview or the direct observation to obtain this information. 

The context of work 

We have to include the context of work in the design of an interface. For example, 

the screen of an on-board computer for a GPS system will have to be little 

according to the place available in a car. In this situation, the mechanisms 

provided by the interface must be appropriate in regards with this specific work 

environment. 

However, for generic software like a word processor and a drawing editor for 

example, it is important to take in consideration the different possible 

environments of work in the design of the interface. Sorne are maybe noisy and 

users may have big screens, others may be quiet and users may have little screens 

and perhaps perform other manipulations in the same time. 

The analyse of the workstation will reveal: 

• The physical environment where the task will be performed, i.e. : 

1. The conditions of work: visibility, noise, stress, ... 

2. The environment (surroundings) 

Example 

The environment is noisy and little luminous. The conditions of work are good. 

• The task allocation (person, fonction, role) 
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• The single or multi-task allocation, which will reveal if during the task 

execution with the interface, another activities are performed or not. 

Example 

The secretary maybe "has to answer phone and make phone call performing fhe task of 

drawing. 

The parameters of the interactive task 

The four first products will permit the analysis of the ergonomie specifications 

which will reveal the interaction style and the dialogue attributes3• 

Task Structure 

This is the decomposition of the task in a structure of goal/ subgoals. The first 

notice we can put in evidence here is to know if it is the decomposition in 

goal/ subgoals of the abstract task or the projected task. The answer is that we 

need the both in a purpose to compare their. 

Performing the decomposition in goal/ subgoals for the abstract task is rather 

easy. Here is the decomposition in goal/ subgoals of the abstract task : « Drawing 

a house » (Fig. 19). 

3 See [Bodart 98] for more explanations. 
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A. Draw a 
house 

B. Draw the walls --•"' C. Draw a rectangle 

E. Draw the left side of the roof 

E. Drawthe roof 

F. Drawthe right sida ofthe roof 

J_ Draw the door ------"'-- H 
O 1 --------,,-- . raw a rectan g e 

M. Draw the wi ndow ----.. J. Draw a rectangle 

Figure 19 -Task description of the abstract task « Drawing 
a house » on a sheet of paper ( abstract rnodel of the task 

perceived by the user) 

Performing the decomposition in goal/ subgoals for the implemented task (i.e. in 

the future interface) is not yet possible here. Indeed, at this point, we can only 

describe the decomposition in goal/subgoals for the projected task. To this aim, 

we'll use a decomposition which resembles the structuring model of the 

operational knowledge (TKS model : UONHSON 92]). This decomposition will 

permit a better integration of the CW in the task analysis as part of a global walk 

of creation of an interface. The TKS model of the task can be useful to know how 

to decompose the main goal into lower subgoals. But our decomposition is a bit 

different in the sense that, in the decomposition we propose here, only the atomic 

subgoals are composed of actions. 

Moreover, we give to «action» a different meaning than in the TKS model. We 

have defined what we mean by « action » in Chapter 3, section 2.6. 
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In our example, here is the decomposition of the task in goal-subgoals as result of 

the anal ysis of the task. 

We have a goal, which is an objective for the user, in our example the goal is: 

« To draw a house ». The subgoals related to this goal are: 

1. To draw the walls. 

2. To draw the roof. 

3. To draw one windows and one door. 

These subgoals match with the abstract task. The user knows that to draw a 

house, he has to draw the walls. This subgoal is present in the abstract task (a real 

task here) of drawing and also in the projected task. Let's notice that these three 

subgoals can be performed in any order. If the interface imposes an order 

different from the abstract structure of the user, there won't be a matching 

because, when drawing a house on a sheet of paper, users can first start the 

drawing with any part of the house. 

Now, we will only focus on the first subgoal : « To draw the walls. », we assume 

it can be divided in two subgoals : 

1. To select the rectangle icon. 

2. To draw the rectangle using the rubber-banding method. 

First Remark 

The reader could wonder if, for example, « To draw the rectangle using the 

rubber-banding method » is a subgoal or an action. In fact, it' s a subgoal because 

this one can be decomposed into more elementary elements that we called 

actions in regards with the definition we gave of this term in chapter 3. 
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What we mean by action is : an action consists in an operation executed by users 

via an interaction means which have an impact on the interface and/ or on the 

state of the system. 

Second Remark 

The rubber-banding method is a technique which supports easy drawing of 

rectangles. We 'Il give you an example of rubber-banding in the drawing editor 

of MS Word 97. 

Example 

1. After having selected the rectangle icon, select the corner of the future rectangle 

from which you want to start and press the mouse button. We assume it' s the 

upper left corner of the rectangle. 

2. Keeping pressed the mouse button, slide the mouse pointer towards the lower

right corner of the rectangle you want to draw. 

3. When you have the desired size of the rectangle, you have to release the mouse 

button. 

This technique is also used to select a set of files or icons for example. 

Third Remark 

The subgoals we have choosen already imposed mechanisms of the interface 

even we aren' t yet at the implemented task level. Indeed, the projected task level 

is similar to the implemented task level as far as subgoals are concemed. But the 

actions aren' t yet present at the projected task level. 

The subgoal 1 « T o select the rectangle icon » is imposed by the interface. It 

doesn' t match with the abstract model of users. In fact, this subgoal doesn' t exist 

in the abstract model of the user. Indeed, the user knows that he has to draw the 
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walls but to perform it, he has to translate his mental state into desired states of 

the interface. The same remark can be made for the second subgoal. 

The second subgoal « To draw the rectangle using the rubber-banding method » 

is doser to the abstract task where the user also has to draw the rectangle. 

However, the way to draw the rectangle is a bit different in the projected task 

than in the abstract one. 

What is most interesting here is that we really see the move from the abstract task 

to the projected one. As much of the interface introduces subgoals that don' t 

match with the abstract task ( excepted for the interface like the virtual reality, i.e. 

interface where the direct implication is very developed), the challenge of every 

interface is really to allow the user to perform this crossing easily, i.e. requiring a 

few effort by the user to reduce this distance between these two worlds. 

So, when we are speaking about projected subgoals not matching the abstract 

ones, at this moment, the user, to perform his subgoal, for example : « To draw 

the walls. » , will have to translate this last one into desired states of the system 

(the two subgoals seen above). 

Thus, he has to pass from a mental world to a physical world. This gap is 

specified in the Norman model. The user expresses his subgoal: « To draw the 

walls. » in significant terms for him, in regard to the mental representation he 

has about the problem (psychological terms). His aim is to translate this subgoal 

with the help of the mechanisms of the interface expressed in physical terms. 

Similarly, throughout interaction, the user will have to evaluate the achievement 

of his subgoal. 

We can notice that the model of the operational knowledge (that we used to 

perform the decomposition goal-subgoal in a little modified way) has already 

imposed features of the future interface. Indeed, we have defined certain 
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subgoals which already impose some mechanisms on the future interface. In fact, 

we remind you that we're building an interface and for example, when you 're 

speaking about the subgoal : « Select the rectangle icon », we are already 

speaking about physical mechanisms of the future interface even though we 

dont' speak yet about actions and interactive concrete objects. 

The reasoning is : « The subgoal of the user is ... ». If the subgoal matches with the 

abstract goal structure of users, there is no problem, the good sense and his 

knowledge of the domain (his knowledge about the abstract task) will permit to 

the user to think aboutit. If the subgoal doesn't match with the abstract goal 

structure, the user will have to pass with more difficulty from mental terms to 

physical terms imposed by the interface. The model of the knowledge of the 

control, the Norman model, can help us to develop an useful and usable 

interface in a way we will try to build the interface reducing the distance between 

the abstract and concrete ( or projected) task. This reduction is performed to 

satisfy utility and usability criteria. In this way, this model of Norman can 

validate ( or refute) the model of the operational knowledge, the TKS model. Here 

is the entire decomposition in goal/ subgoals of the projected task : « Drawing a 

house » (Fig. 20). 

The subgoals in red are the subgoals which don' t exist in the abstract task. The 

red-boxed subgoals are the subgoals which don' t exactly match with the abstract 

task. We have specified that the order of subgoals B, E, J and M was able to be 

performed in any order to match better with the abstract task. If we suppose the 

interface had imposed this order, this way imposed by the interface to draw a 

house doesn't fit necessarily with the abstract task. 
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B. Drawthe walls 

A. Draw a house 

J. Draw the door 

M. Draw the wi ndow 

~ ~ - - - - - --------------

/ C. Select the rectangle icon 

L... I D. Draw a rectangle with the 

rubber-banding method 

F. Select the line ,con 

G. Draw the left side of the roof 
with the press and drag method 

H. Select the line icon 

1. Draw the right side of the roof 
with the press and drag method 

K. Select the rectangle icon 

L Draw a rectangle with the 

rubber-banding method 

N. Select the rectangle ,con 

O. Draw a rectangle with the 

rubber-banding method 

Figure 20- Task description of the projected task « 

Drawing a house » in a drawing editor (concrete model of 
the interface) 

The subgoals G and I use a method, a technique which is very close to the 

abstract subgoal. lndeed, when you want to draw a line with a pen on a sheet of 

paper, you have to put your penon the sheet (this action is represented in the 

concrete model in a press of a mouse button) and after that, you draw a line 

keeping your penon the sheet (represented by moving the mouse, keeping the 

mouse button pressed). These two subgoals are very close to the abstract task. 

Be careful, let' s notice however that it' s not bad to have concrete subgoals that do 

not match exactly with the abstract ones or even do not exist in the abstract goal 

structure. It' s almost inevitable (excepted for the interface like the virtual reality, 

i.e. interface where the direct implication is very developed as said earlier). For 

example, the rubber-banding method doesn't fit exactly with the abstract goal 

structure of the user where to draw a rectangle, the user takes a pen and a rule, 

puts their on the sheet and begin to draw the first side of the rectangle, then the 
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second side and so on. Unfortunately, this way seems to be complicated to 

achieve on an interface with a mouse or even a light pen. The rubber-banding 

helps the user to draw easily a rectangle and after clicking on the rectangle icon, 

information appears in the status bar to explain how to use this way of drawing 

rectangle (even if we can discuss this utility of this status bar because it is not 

perceived easily by the user, as it is not in the users' attention aera and it provides 

sometimes poor and bad information). 

The three products of the analysis of the functional specifications are : 

1. Specification of the information. 

2. Specification of the functions. 

3. Chaining graph. 

These three results lead to a use case. We won't develop these points here 

because these are not relevant for our discussion (see [Bodart 98] for more 

explanations ). 

Finally, the result of the global walkthrough of the task analysis permits to design 

the interface. 

2. Location of the Cognitive walkthrough in the 

task analysis 

Given the comprehensive match between CW and both the Norman model and 

as the above approach to task analysis, creating similar structures for operational 

knowledge, the CW method could be used in the structuring of the task, i.e. in 

the decomposition in goal-subgoals of the projected task in regards with the 
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abstract task. Indeed, we have seen that the structure in goal-subgoals already 

induced features (physical mechanisms) of the interface and that we could use 

the Norman model to valida te or refute this structure. In other words, we can 

already think about to reduce the distance when we make the structure in goal

subgoals. 

We could already use the CW method here. And this, to wonder if the projected 

goal structure is a good matching of the abstract goal structure of the user. The 

question 1 : « Will the user try to achieve the right subgoal ? » will let us evaluate 

this matching. Unfortunately, this use of the Cognitive W alkthrough will stop at 

questions related to the subgoals. Indeed, we are at the projected task level and 

we have not yet the actions. 

Let's notice that we have to modify a little the inputs required to perform this 

« reduced » CW. 

First, we need not any more necessary an interface or even a protoype. That's all 

to the good because at this moment during the design development process, we 

haven' t yet a such interface or protoype. 

Secondly, we need now the projected task instead of the concrete (implemented) 

one. 

Example 

In the case : « Drawing a house » we have just talked about it, we have seen that 

we're trying to match the concrete subgoals with the abstract ones but sometimes, it's 

inevitable to have concrete subgoals which don't match exactly with the abstract ones 

or which don't exist in the abstract model. The question 1 in the CW method (applied 

to the kind of subgoals that don't exactly match with the abstract model) will permit, 

after answered to it, to know if the crossing between the 2 models can be realized 

easily. 
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Conclusion 

We can say that the Cognitive Walkthrough can bring a contribution to 

development of an interface and this contribution occurs at two different places : 

First, during the design itself of the interface at the moment where we're making 

the structure as goals-subgoals of the projected task. For example, At this 

moment, we can use the question 1 : « Will the user try to achieve the right 

subgoal ? » to know if the concrete subgoals that don' t match perfectly with the 

abstract ones make the distance between them too high. We called it the 

« reduced CW ». 

Secondly, we can put the use of the CW method after that a first design of the 

interface has been made and correct the interface by a feedback loop fo the 

structure of the implemented task in goal-subgoals but at this moment, we have 

to our disposal the interactive concrete objects of the interface and the actions on 

their. We can thus apply the entire Cognitive Walkthrough method and not only 

the subgoals-related questions as it was the case during the design process. 

3. Cognitive Walkthrough and the design criteria 

3.1. Introduction 

Design criteria take the form of a set of basic characteristics leading to an useful 

and usable interface. These general principles can be used both for the 

construction of an interface and the validation of it, once elaborated. Indeed, not 

only these criteria used in the design process of an interface can lead to an useful 
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and usable interface, but also, when this interface is designed, they can be used to 

validate the interface by looking if ail the design criteria are respected. This is the 

base principle of another usability inspection method called « Heuristic 

Evaluation» (see [NIELSEN 93] for more details). 

As the experience showed that using these design criteria leads to more useful 

and usable interface, we should ask ourselves if Cognitive Walkthrough method 

is taking into account these criteria during the interface analysis. Cognitive 

Walkthrough doesn't address these heuristics directly. No questions ask whether 

one criterion is respected or not. But indirectly, Cognitive Walkthrough may 

support discovery of breached criteria, for instance by looking at the answers 

given by the analyst at some of the Cognitive Walkthrough questions. 

The list of the design criteria is not exhaustive, based on [BODART 98]. For each 

criterion, the definition will be given and the position of Cognitive Walkthrough 

according to this criterion will be analyzed. The purpose is not to redefine all the 

criteria in details, so see [BODART 98] for more explanations about them. 

3.2. The design criteria and the coverage by Cognitive 

Walkthrough 

3.2.1. Compatibility 

Definition 

A human-computer interface is compatible if the translation of the real world 

information into system terms is limited. 
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Compatibility and CW 

As said in the introduction, this criteria is not directly evaluated by Cognitive 

Walkthrough questions. But, when answering questions 1, 3, 4 and 6, the analyst 

gets some indications that this criterion is respected or not. 

For a given subgoal, the analyst must answer question 1 « Will the user try to 

achieve the right subgoal ? ». He may answer « No » to this question whereas the 

system is providing information about which subgoal is the next to achieve, if he 

thinks that the information provided doesn' t match the user' s language, for 

instance. As stated in question 1 explanation, this helps to reveal the gap between 

the concrete and the abstract task and thus, if the goal/ subgoals decomposition 

of the projected or implemented task (of the interface) corresponds with the 

abstract one. So, compatibility is the central problem addressed by the question 1. 

The « Problem Sheet » questions, to answer when a problem is likely to exist, 

force the analyst to find the cause of the problem but it is mainly thanks to his 

own experience that the analyst can find out that there is a problem of 

compatibility in the interface. Indeed, after giving some negative answers to the 

Cognitive Walkthrough questions related to compatibility, the analyst knows 

that there is thus a possible problem but it remains his job to find in which way 

compatibility is not respected : the method doesn' t guide him to locate the source 

of the problem. 

Question 3, 4 and 6 also addresses compatibility as they aim to highlight if users 

perceive and understand the language of the interface : if they don' t, perhaps the 

effort to translate the interface language into abstract task terms is too important. 

To conclude, Cognitive Walkthrough can highlight problems due to lack of 

interface compatibility but doesn't explicitly tell the analyst the cause of the 

problems. 
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3.2.2. Consistency 

Definition 

A human-computer interface is consistent if the data and actions are easily 

recognizable and usable (thanks to their consistency in the interface). The same 

means must be used to reach the same goals. li users know that the same action 

will lead to the same results, they will find easier to use the system because they 

know part of the system that will be always the same even in the unknown parts 

of it. 

Consistency and CW 

Cognitive Walkthrough evaluates the consistency of an interface thanks to 

questions 1, 3, 4, 5 and 6. Indeed, an usual answer to these questions is « by 

experience of the system or another system ». This answer adresses cleary the 

consistency through the applications and in the application itself. So, answering 

this affirmative answer to these questions permits to know that the interface 

respects the consistency criterion. 

But, in case of negative answer to these questions, we can hardly conclude to a 

transgression of this rule. As with compatibility, it is the analyst responsability to 

find out that some problems are due to a lack of consistency or not. 

3.2.3. Work load 

Definition 

An human-computer interface is efficient in terms of work load if the amount of 

data to manipulate and actions to perform for a task is reduced. 

Indeed, the more the actions of users, related to a limited number of data, are 

short, the more the interaction is rapid. The less the user is distracted by foreign 

information to the task, the more the user is efficient in the achievement of his 
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task. For instance, if a user doesn' t perceive an action, it' s perhaps no clear way to 

use it is available or because the system provides too much information ( e.g. we 

can imagine a professional drawing editor with more than thirty icons giving 

access to as many actions. The number of icons may prevents users to find the 

one they need to enable the action required.). 

The goal is to minimize the work load in the human faculties scope and to 

guarantee a performance. 

Work Joad and CW 

The work load criterion is barely evaluated by Cognitive Walkthrough. To take 

again the example given previously, in a professionnal drawing editor, users may 

not perceive an icon related to an action because there are too many icons 

available. So, here it will be qui te easy for the analyst to conclude that the user' s 

memory load is not respected. But this case is an exception. 

Indeed, most of the time work of load is not evaluated at all. By example, there 

are no means to evaluate the performance of ùsers in the realization of the 

considered task. The method is not adapted to this kind of evaluation. If 

designers want this type of information, they are likely to use other methods like 

GOMS that offers performance information. 

3.2.4. Adaptability 

Definition 

A human-computer interface is adaptable if it has the matching faculty in relation 

with its user. The aim is to provide the user with different ways to perform his 

task according to different parameters that the user can customize. 
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Adaptability and CW 

As CW is a task-centered method, given a task, it only analyzes the likely 

usability problems that can be encountered by users. Adaptability is not at ail 

considered by cognitive walkthrough. This method is too action-focused to take 

this criterion into account. 

3.2.5. Dialogue control 

Definition 

A human-computer interface is with explicit control if it can give the illusion to 

be under users' control. 

Dialogue control and CW 

This criterion is not evaluated by Cognitive Walkthrough. Neither in the 

questions nor in the answers, Cognitive Walkthrough doesn't address this 

problem. 

But supposing an interface mostly with explicit control, suddenly the interface 

triggers off actions. This can confuse users by forcing them to realize actions that 

are not part of their mental representation of the task, translated into the system 

terms. This can show an usability problem as users will be lost and confused. In 

this case, dialogue control is taken into account but only because it showed an 

usability problem found by the analyst. 

3.2.6. Representativity 

Definition 

A human-computer interface is representative if used codes, menu items and 

labels ease the encoding and the memorizing. The aim is to expand the use of 

significant names within the dialogue. 
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Representativity and CW 

The phenomenon of memorizing or learning is not directly evaluated by the 

Cognitive Walkthrough. However, the method evaluates the use of significant 

labels, menu items, shortcuts and all information provided by the interface. For 

instance, when answering question 1 and 4, i.e. « Will the user perceive the 

correct action?» and « Will the user associate the correct action with the subgoal 

they are trying to achieve? », the analyst may answer « Yes »or« No» following 

that the labels associated to the action are significant or not. 

3.2.7. Guidance 

Definition 

A human-computer interface is guidance efficient if it informs constantly users 

about the outcome of their actions and about the position in the realization of the 

task. 

Guidance and CW 

The guidance criterion is one of the most evaluated design criteria by the 

Cognitive Walkthrough. lndeed, question 1, 3 and 4 evaluates the pre-execution 

guidance provided by the interface. These questions aim to find out if the system 

provides good information that lead users to know which subgoal to achieve or 

which action is the next to perform. Question 5, 6 and 7 evaluate if the interface 

provides post-execution feedback that informs users about the results of their 

actions and the progress they have made in the completion of the task. 
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3.2.8. Error managment 

Definition 

A hurnan-computer interface has effective error management if it can detect users 

committed errors and is user-friendly in the way to recover. The goal is to avoid 

errors as much as possible. 

Error managing and CW 

As already said, Cognitive Walkthrough is a task-centered method. So, the 

analyzed characteristics of an interface depend upon the choice of the task 

considered. Most of the time, after choosing a task, a task description is 

elaborated. This task description represents the most common way for the user 

(as defined in the user profile with supposed background and knowledge) to 

perform the task. Following this task description, the analyst will go through the 

questions and see where some problems rnay occur. 

But, if no error-recovery scenario is included explicitly in the task description, it 

won't be evaluated by the questions of the method. So, the error rnanaging can be 

evaluated but only in the cases forseen by the analyst in the task description 

[FRANZKE 95). 

Now, as synthesis, we 'Il show you a matrix which relates the different criteria 

with the questions of the Cognitive Walkthrough method. The aim of this matrix 

is to show which criterion (criteria) are indicated to reply to certain questions. We 

have already related the questions of CW above and so, this matrix will be used 

as a summary. 
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Compatibility Consistency Work load Adaptability Dialogue control Representativity Guidance Error 

managing 

Question 1 X X X X 
Question 2 

Question 3 X X X 
Question 4 X X X X 
Question 5 X X 
Question 6 X X X 
Question 7 X 

A matrix like this has an utility. It can help the analyst performing the CW by bringing justification for affirmative and 

negative answers. For example, if the answer to the question 1 is « No », then it' s maybe an error of compatibility with a bad 

guidance to help the user passing from his abstract task to his concrete one. 

These criteria are means to justify answers. It is enough obvious because these criteria are golden rules which have to be 

respected for any interface. 



~ ~ - - - - - - - - ---- - --- - - - ----------

3.3. Design criteria versus Cognitive Walkthrough 

3.3.1. Position of the problem 

The use of design criteria is required to produce an usable interface. These 

criteria are golden rules that must be respected during the process of the interface 

design. But, as already said before, these criteria can also be used as a validation 

tool. Heuristic Evaluation is an usability inpection method based on similar 

principles. The analyst has toscan the interface by using all these criteria one by 

one. As these criteria are general, the problems found with this method are often 

general ones (i.e. problems of consistency between screens). The weakness of this 

method is the lack of guidance rules to perform the systematic examination of the 

criteria and to know which features to look at : the process is unstructured and 

the only guidance is provided by a list of heuristics. But this free-form nature and 

lack of a specific process to follow make this technique easy to learn and apply. 

Cognitive W alkthrough is a task-centered method. After choosing the task to 

consider, the method offers a set of questions to apply systematically. Cognitive 

W alkthrough is better to focus on precise characteristics of the interface but there 

is a lack of a general view of it [WHARTON et al. 92]. But 

« Cognitive Walkthrough appears to discourage exploration, limiting the 
evaluator's ability to find problems not directly realted to the tasks being 
performed » [SEARS 97]. 

As we described in the previous section, Cognitive W alkthrough sometimes 

allows evaluation of some criteria but not ail, and not in a complete way. But the 

structure of Cognitive Walkthrough make it bundersome and time-consuming. 

So, the two techniques address different fields of usability inspection. The design 

criteria look at the general features of the interface and Cognitive W alkthrough 

focuses on the task and the problems in its execution. One method is not better 

than the other. They just have different objects of analysis. To choose one method 
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prevents the discovery of problems highlighted by another method. So, a good 

solution to this dilemma is to perform a method which would combine the 

advantages of the two methods, neglecting the disadvantage. This method, called 

« Heuristic W alkthrough » [SE ARS 97], is presented in summary in the next 

section. 

3.3.2. Heuristic Walkthrough 

Heuristic Walkthrough is a new usability inpection method whose goal is to 

combine benefits of Heuristic Evaluation and Cognitive Walkthrough. The 

contribution of Heuristic Evaluation consists in a list of heuristics and a free-from 

evaluation. The failing of HE to focus evaluators' attention on specific features of 

an interface is filled by the contribution of Cognitive W alkthrough. 

Heuristic Walkthrough intends to include both a free-from evaluation and a task

centered evaluation, in a two-pass process. The method comprises a list of user 

tasks, a list of usability heuristics and a list of questions. 

Step 1: Task-centered evaluation 

The list of tasks should indude not only representative tasks (frequent or 

important ones) but also less common tasks to have the maximum coverage of 

the interface. Moreover, each task has a priority that alerts evaluators to the 

importance of tasks : 

« ( ... ) task priorities should guide evaluators when selecting appropriate 
tasks to explore ». [SEARS 97] 

While exploring tasks, evaluators should be guided by questions derived from 

the Cognitive W alkthrough . In [SEARS 97] the following ones are given : 

• Will users know what they need to do next? Is it possible that they simply 

cannot figure out what to do next ? 
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• Will users notice that there is a control available that will allow them to 

accomplish the next part of their task? It is possible that the action is 

hidden or that the terminology does not match what users are looking 

for? 

• Once users find the control, will they know how to use it? 

• If users perform the correct action, will they see that progress is being 

made toward completing the task? Does the system provide appropriate 

feedback? 

Step 2 : Free-Form Evaluation 

During the second step, evaluators are not to follow some specific tasks. They can 

focus on any interface feature they want. However, they will perform an 

Heuristic Evaluation with a task knowledge gained during the first step. The list 

of heuristics can be the same as those presented in the section about HE in the 

first chapter, i.e. : 

• Visibility of the system status; 

• Match between the system and the real world; 

• User control and freedom ; 

• Consistency and standards ; 

• Flexibility and efficiency of use; 

• An esthetic and minimalist design ; 

• Error prevention ; 

• Recognition rather than recall ; 

• Help and documentation ; 

• Help users recognize, diagnose, and recover from errors. 
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Conclusion 

Heuristic W alkthrough will provide more guidance than a list of heuristics, 

which is useful mainly if evaluators are not so much experienced in usability 

methods. Further, it appears that the task focus prevents HE from identifying too 

much false positives. A false positive problem is a problem that is predicted but 

that will not appear with real users. It also helps as, through task priorities, the 

evaluators knows about the most important part of the interface to evaluate. 

The HE step supports discovery of more general problems than with sole use of 

cw. 

« Using an appropriate combination of the two approaches allowed 
evaluators to find numerous less severe problems while avoiding false 
posistives. The key appears to be in balancing the amount of time dedicated 
to the two types of evaluations » [SEARS 97). 

4. Conclusion 

We have presented the two different locations of the Cognitive W alktrough in a 

design development process, i.e. the task analysis. We have also seen the design 

criteria. After this, it's time to find out the different outputs provided by the 

Cognitive W alkthrough and their places in the task analysis. We will discuss 

about that in the next chapter. 
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Chapter 5 

OUTPUTS OF THE COGNITIVE W ALKTHROUGH 

1. Introduction 

This chapter is aimed to present the results of the Cognitive Walkthrough. What 

are the different outputs of the Cognitive Walkthrough? What are their 

purposes? 

After that, we will try to present a global view of the location of the Cognitive 

Walkthrough in the task analysis by detailing the different inputs and outputs 

needed of the different elements of the task analysis and the Cognitive 

W alkthrough. 

2. Results of the method and their interpretation 

After performing the Cognitive Walkthrough method, i.e. after answering the 

questions for ail the subgoals and actions, the analyst has a list of all the 

questions with their answer related to ail the subgoals and the actions of the 

selected task. When a negative answer is given, there may be a problem in the 

interface. By negative answer, we mean that the answer is either a categorical 

«No» or « Not always » which is equivalent to « Perhaps ». So, the negative 

answers include ail the answers except categoricaily positive ones. 

For each question where a problem may occur (i.e. each question where the 

answer is no affirmative, i.e.« No» or « Perhaps »), a problem record sheet must 

be fill in. This sheet includes the number of the problem (in order thay are 

115 



found), the description of the problem, the location in the execution of the task 

(the interaction point), the likely concrete difficulties encountered by users in 

context, the assumed caused of the difficulties, the question to know if the 

question leads or not to a failure case [LA VERY, COCKTON 97], the seriousness 

of the problem !JOHN, MASHYNA 97], the concrete interactive object (CIO) of 

the interface concerned and a design suggestion to solve the problem. We will 

now explain you these notions : 

2.1. The problem number 

Each problem must be numbered in the order it is found. 

2.2. The description of the problem 

The evaluator gives a brief description of the problem found. 

2.3. The interaction point 

The interaction point is defined by the scenario number, the path to the subgoal 

and/ or action where the problem was found and the number of the CW question 

where a negative answer was given (e.g.: subgoal A, action 3, CWS or subgoal 

1.1.2, action 1, CW3 or subgoal 2.1., CW 1). 
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2.4. Likely concrete user difficulties in context 

Explain here what will result of the usability problem : will the user make a 

wrong action? Will he gives up the task or restart in another way? Etc. Justify thls 

in the context : try to say which action the user will perform, what will be the 

concrete result, ... 

This will let the analyst see the consequence of the problem. He will be able to 

compare thls consequence with the one once the problem will be resolved. 

2.5. The assumed causes of these difficulties 

The causes are the justifications brought to answers of questions performing 

during the Cognitive Walkthrough (see chapter 3). 

2.6. The success/f ail ure case 

After answering all the questions during the Cognitive Walkthrough, one can 

then consider all which have been answered in a negative way. Now, with the list 

of negative answers and their related questions, it' s important to find out the 

failure case. A failure case is related to one kind of user, on one specific task and 

in one specific context of work. It' s the case where the user can't achieve his task. 

lt prevents him from achieving his task in a efficient way. By efficiency, we mean 

that the user will achieve his task without being jammed in a place which 

prevents him to finish his task. 

One question where we have answered in a negative way doesn't immediately 

lead to a failure case. The problem the analyst will meet is to detect a failure case 
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simply by looking answers (and especially their justification) from questions 

replied in a negative way. We consider each question in detail below. 

1.1. First question: "Will the user try to achieve the right subgoal ?" 

If we answer negatively at this question, it' s probably because this subgoal is 

too far of the user' s abstract task as mentioned in [Oayton, Rieman] and we 

face a failure case. 

Example 

An user with only web-experience doesn't know that he has to select an object before 

to manipulate it, by example to enlarge it. So, if we have the following scheme 

(Fig.19): 

C. Enlarge the 
rectangle 

D. Select rectangle 
object 

E. Enlarge the 
selected 
rectangle 

Figure 19- Goal/Subgoals decomposition of 
the subtask "Enlarging the rectangle" 

The user will probably answer: "No" for the first question during the analysis of 

subgoal D because on the Web, he hasn't to do this kind of selection. We can say that 

he has never done this kind of selection on the Web. However, we can say there is a 

problem with the Web user and this interface, so there is maybe a failure case for this 
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specific cognitive walkthrough (a specific user, a specific context of work, a specific 

task, a task description, a cognitive walkthrough analysis). 

However, the system, via the interface, should have put a prompt to tell him the next 

step to achieve and how to achieve it, assuming the user profile and the context of 

work. 

So, this is important to specify the right assumptions in the part: "User profile". If 

we had took a Windows user, the answer at this question would probably be "Yes, by 

experience of the Windows system". 

Finally, let's notice that more the subgoal is a high-level subgoal, more the 

failure case will be important because the user will be jammed before to try to 

perform all the subgoals of the considered one. 

1.2. Second question: "What knowledge is needed to achieve the right 

subgoal? Will the user have this knowledge?" 

If we answer negatively at this question, this probably leads to a failure case, 

at least for the specific kind of user, the specific context of work and the 

specific task we have selected for this specific cognitive walkthrough. The 

failure case is more important if the subgoal where we have answered 

negatively at this second question is a high-level subgoal. 

1.3. Third question: Can the user perceive that the correct action is available? 

If the user can' t perceive the action, he won' t achieve it, so, this surely leads 

to a failure case. 

1.4. Fourth question : Will the user associate the correct action with the 

subgoal they are trying to achieve ? 
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If the user faces a problem here, this doesn't lead necessarily to a failure case 

because he has however performed the action but can say to himself that this 

is not the good action because he doesn' t associate it with the subgoal he is 

trying to achieve and so can cancel the action and arrives to a failure case. 

1.5. Fifth question : Will the user perceive the feedback ? 

If the user doesn' t perceive any feedback, this perhaps leads him to a failure 

case. This is for the judgement of the analyst. 

1.6. Sixth question : Will the user understand the feedback ? 

If the user doesn't understand the feedback, this perhaps leads him to a 

failure case. This is for the judgement of the analyst. 

1.7. Seventh question : Will the· user see that progress is being made towards 

solution in relation to their main goal and the current subgoals? 

If the user doesn' t see any progress, this perhaps leads him to a failure case. 

This is for the judgement of the analyst. 

To conclude this sixth point, we can say that one question (from 3 to 7) where we 

answer "No" doesn't lead automatically to a failure case. We have to consider the 

number of "No-answered" questions (from 3 to 7), their frequency and their 

gravity (as mentioned in [JOHN, PACKER 951), the analyst must rely on his own 

judgement here. For the question 1 and 2, a negative answer is more a sign for a 

failure case. However, the analyst has again the last word to decide if it is the 

case or not. 
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One failure case is a proof that there is a problem in one task of the entire tasks 

supported by the interface for one specific user and for one specific context of 

work. 

2.7. The seriousness of the problem 

1. While the section « assumed causes of the difficulties » forces evaluator to 

exactly locate usability problems and their causes, determining the 

« seriousness of a problem » permits the evaluator to put in evidence which 

problems are critical for performing the task and which ones that are light. 

The most important problems can be isolated both by looking at the utility 

and usability criteria (Chapter 1, point 2.) we have defined sooner in the task 

analysis and by the aspect of success/failure case we have defined in the 

previous point in this chapter. The aim is to prioritize them in the resolving 

process. 

Thus, A negative answer has to be evaluated in regards with the balance of 

the utility and usability criteria we have to our disposa! and in regards with 

the success/failure case. 

The success/failure case has already be took in consideration in the previous 

point in this chapter. The conclusion is that a failure case leads to a serious 

problem. 

This point aims to see the influence of the utility and usability criteria in the 

seriousness of the problems. 

The balance of the utility and usability criteria which are inferred, among 

others, from the task analysis doesn't have an influence on the manner to 

121 



perform the CW, i.e. answering questions (with jusitifications) of the CW . 

They « only » have an influence on the manner to interpret the results 

according to the balance allowed on their. By « interpret the results », we 

mean categorize each problem, i.e. put a level of seriousness on it. 

In other words, the act of replying in the same way to the same question 

during the accomplishment of the CW can, according to the balance of the 

utility and usability criteria, may result in two different interpretations of the 

interface. We will give you an example to reinforce this explanation. 

Example 

Let' s consider two distinct interfaces. 

The first one has revealed the most significant utility and usability criterion : 

• An average rapidity of execution 

The second one has revealed the most important utility and usability criterion : 

• E rror rate to zero 

Consider now the question 3 in the CW method : « Can the user perceive th.al the 

correct action is available ? » and let' s assume that in the two inetrfaces, the answer 

is « Perhaps » because the interface provides two likeness actions leading to an 

ambiguity (but in the two interfaces, only one action is correct). 

Thus, we notice that in the two cases, the answer is about the same and this possible 

mistake will perhaps delay the achievement of the task. 

Taking in consideration the seriousness of this problem according to the utility and 

usability criteria, the first interface only encounters a ligh-to-average problem 
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(according to the ra:pidity of execution which may be average) while the second one 

encounters a big problem as the error rate has to be :zero. 

So, we can say the utility and usability criteria haven't an impact on the 

manner performing the CW, but have a big impact on the manner 

interpreting the results of the CW. 

2. We have tried to draw a matrix (Fig. 21) which reveals, for any of the 

answers of the questions of the CW method, the seriouness of a problem in 

the interface according to the balance of each of the utility and usability 

criteria. 
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Figure 21 - Matrix of the seriousness of the problem according to the utility and usability cntena 

Legend : 

X: Serious problem 

X Problem 
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This matrix supports interpretation of the results of the CW, i.e. the answers to the 

questions, according to the balance of each of the utility and usability criteria in a 

way of putting in evidence the big and the little problem(s) in the interface. 

Example 

Let' s review the previous example and apply it into the matrix. 

For the first interface, for which we have retained an average rapidity of execution, a 

negative answer to any of the question leads to a problem. 

For the second interface, for which we have retained a error rate to zero (so a low error 

rate in the matrix), a negative answer to any of the question leads to a serious problem. 

Remark 

This matrix seems to be very simple, as each negative answer added to a certain 

balance of a criterion, will lead to a problem or a serious problem. 

Let' s notice the results brought by this matrix has to be qualified according to the 

current evaluation and must not to be take into account in the absolute, out of 

context. 

In fact, we remind the evaluator has to assess the seriousness of each problem 

according both to the success/failure case and to the utility and usability criteria. 

This matrix will permit to provide him some guidance for the assessment of the 

seriousness according to the utility and usability criteria. 
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2.7. Concrete interactive object concerned by the problem 

This is simply the mechanism of the interface concemed by the problem (e.g. a 

menu, an icon, an information feedback, ... ) 

2.8. A design suggestion to solve the problem 

The evaluator can try to suggest a correction of the design where the problem 

occurs. Two cases can be occur. 

First, the CW has been performed during the task analysis and it's enough easy to 

change the prototype. 

Secondly, the CW has been performed after the interface or prototype was made 

completely and we have to make a feedback to the step of the structure of the task 

where the decomposition in goal-subgoals of the projected task is made. 

3. Conclusion 

We see now how the different outputs of the Cognitive Walkthrough have to be 

inserted in a the task analysis walkthrough that we have choosen. To this purpose, 

we present a scheme (Fig.22). 
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l 
Task 

selected by 
the future 

user 

Time (Design development process) 

I ... n,.,. ,~ .... l l Perform one CW / 
on this task and- - - ~ Design for this task has Perform one CW 

interpret the results been created on thls task and 
of lt interpret the results 

◄-- ~ 
Task analysls 

Possible correction 
' ~--------- --- --- -- ---- ---- ---l ______ __ __ __ ____ ______ _ ' 

Figure 22 - Interface design evolution with Cognitive 
Walkthrough 

► 

One task, selected by the user, has to be implemented (in an interface). lt can be any 
-

task which can be computerized. The analyst will perform the task analysis on it, as 

it is descibed before. During the task analysis, a CW method and the interpretation 

of these results can be performed as well as possible, in regards with the poor 

material for the future interface. Indeed, even if the structure in goal-subgoals of the 

projected task already imposes some features and mechanisms of the future 

interface, we haven't maybe not yet an interface and maybe even not yet at least a 

prototype. But applying the CW here can maybe wam the analyst and permit him to 

resolve certains problems.That can involve some corrections to the structure of the 

projected task. Sorne iterations may be occur. 

The application of a such CW only applies to subgoals, so to the question 1 and 2. 

Indeed, for the moment, we have only the decomposition in goal/ subgoals. This is 

called a reduced-Cognitive Walkthrough 
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After that, a design is made. Then we will perform again a CW and the 

interpretation of these results on this specific task using the concrete (implemented) 

goal structure and possibly a correction to the task analysis in the structure of the 

projected task (Fig.22). 

The following scheme (Fig.23) is more accurate, putting in evidence the place of the 

CW in the task analysis and after it. This scheme will permit to see which inputs are 

needed to the CW and explained where the analyst can find their in the task 

analysis. 
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Figure 23- Cognitive Walkthrough in the design process 
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Chapter 6 

DESIGN OF A TOOL SUPPORTING THE COGNITIVE W ALKTHROUGH 
VIA THE TASK ANALYSIS WALKTHROUGH 

1. Introduction 

Performing the Cognitive Walkthrough method takes a lot of times. The time is 

spent between the task description to realize, the answering process of the 

questions for each subgoal and action. The method produces thus many papers 

written by the analyst. 

So, we' d like to develop a software that will make the performing of this method 

easier, less time-consuming and bundersome. For the task description, the 

analyst must be asked the goal/ subgoals decomposition in a clear and easy way 

close to how he would have done it by himself. Moreoever it must obviously be 

permitted to step back if an error has been made and that the analyst wants to 

correct it. At this point, the system has to guide the analyst in this process. 

After this first phase is over, the analyst must be able to perform the method 

itself. That means that he has to answer the subgoal-related questions and the 

action-related ones. Once again the guidance provided by the system must be 

maximum. In the order of subgoals, the system must ask the analyst to answer 

the questions. And for atomic subgoals, to answer the questions related to 
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actions4• If the analyst, at some point, detects a usability problem, the sytem must 

provide help to record it. 

Then, after performing the method, the problems found must be accessible for 

consultation. 

Moreover, as to record the actions, a list of UAN actions will be proposed to the · 

analyst, still in the point of view of making the method faster, the possibility is let 

to the user to custom the set of UAN actions available by creating his own UAN 

libraries. 

The specification of this Cognitive Walkthrough editor will be built from a task 

analysis walkthrough as developed by Professor Bodart in [BODART 98]. A 

projected task will be so defined. The, we will specify the ergonomical and 

functional specifications. From these, we will be able to build a prototype of 

interface. The last part of this chapter will present a synthesis of the results 

obtained by performing Cognitive Walkthrough on the projected task of this 

editor, the modification suggested, and the results of an evaluation on the 

implemented task, still with CW. 

2. Context Analysis 

2.1. User Profile description 

The population of users includes two different kinds of possibles users : 

The first likely user is a Cognitive W alkthrough expert. He is used to all the steps 

of the method, to the way to answer questions and to the description of the task 

and the use of the UAN language. 

4 lhis has been detailled in the third chapter. 
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• Task experience: good; as being expert, they know how to perform the 

method. 

• System experience: good, as being a usability expert, testing sytem intefaces, 

supposing that he is used to the Windows environment is not a heavy 

assumption. 

• Motivation : high, because they are expert as well of the task as of the system. 

They will surely be productive. 

• Experience of a complex interaction technique : high, because their ability to 

manipulate the keyboard and the mouse is important. 

The second possible kind of user is a software designer or usability evaluator, but 

without much Cognitive W alkthrough experience. They just know the basic 

principles of the method : the need for a task description of the task to analyse 

and the process of stepping through the different questions for each subgoal and 

action. 

• Task experience: elementary, because they just know about the prescribed 

task as it is described in the Cognitive W alkthrough papers. However, we 

must assume that they have never performed a CW on paper. 

• System experience: good, as being software designer or usability evaluators, 

they are very likely to be used to the Windows environment. 

• Motivation : good. They know a bit about the task and are used to the system, 

but they will somewhat be in a learning process during which they will first 

discover the system. 

• Experience of a complex interaction technique : high, because their ability to 

manipulate the keyboard and the mouse is important. 
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2.2. Analysis of the workstation 

2.2.1. Physical environment 

The physical environment is the common environmènt of any office work. lt 

includes a personal computer with the common interaction technique such as 

keyboard and mouse. The condition of work are likely to be the same as in any 

informatic project: delays to respect, team work, ... It is not probable to lead to 

stress situation. Thus, we can assume that the system will be used in normal 

condition of the environment and of the user. 

2.2.2. Tasks allocation 

• Person : as explained in the user profile, the people who will perform the task 

are either the usability expert or a designer involved in the design process of 

the software to evaluate with the Cognitive Walkthrough. 

• Function and role : any of the two possible users are responsible for any of 

the tasks intervening in the Cognitive W alkthrough. However the task of_ 

creating the task description should be idealy done by the task analysis. The 

evaluator must only insert the task structure into the system. 

2.2.3. Treatment type 

The treatment type is here multi-task. lndeed, the evaluator can on one side 

perform the different step of the Cognitive W alkthrough as proposed by the 

system and on the other side, at each step, switch to the prototype or interface 

mock-up that he is evaluating. This to permit him to give the system the 

information it requires. 
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2.2.4. Task execution modalities 

As performing the CW takes some time, users must be able to interrupt any task 

involved in the method and to go back afterwards. For one instance of the 

performing of the method, users are of course not allowed to perform two 

different tasks at the same time. lt would be crazy to do it ! 

2.3. Descriptive parameters of the tasks 

• Prerequisite : average, the prerequisite required are only the ability to use the 

different interactive elements and mechanisms (click, drag&drop, ... ) of the 

Windows environment. But users must know the basis of the prescribed task 

of performing a Cognitive Walkthrough. 

• Productivity: if the CW is performed by a usability expert who only makes 

evaluation of interface of different systems, the productivity is high, bec_ause 

he will use the system each time he has to perform an evaluation. But if it a 

designer' s job to evaluate the interface, the productivity will be low because 

he will only use the system to evaluate the software he is wqrking on. Then he 

won' t use the system again before his next project. 

• Objective environment of the task : users can manipulate external 

documents resulting from the task analysis such as user profile of the system 

to evaluate, the task description of the implemented task, the context of work, 

the utility and usability criteria and the task description of the real task. The 

interface mock-up or prototype is also part of the environment. 

• Environment reproductibility: partly reproductible. The task description of 

the implemented task should be described by the system. Idem for the utility 

and usability criteria. Anyway, ail the concepts of the Cognitive Walkthrough 

may be reproductible. However, we will not reproduce the abstract task and 
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the context of work as it seems not valuable to implement. These documents 

will still be used by evaluator as external to the editor. 

• Task structure: the degree of freedom in performing the tasks is rather low 

seeing that the guidance provided by the system must be high to accelerate 

the performing of the method. Further, the order in which to perform the 

different tasks of the editor must be resspected. However, as said in the task 

execution modalities, users must be allowed to go back in the task, permitting 

them to change some of the information he gave to the system. Moreover, the 

opportunity is let to users to interrupt a task and to take it back later (by 

saving/loading). 

• Task importance: average. The evaluation of the interface of a system to 

design is an inevitable step of any design process. So, performing the task of 

an evaluation is a crucial task to ensure the success of a system. But as ·there 

are many evaluation methods, the task of performing the CW can be replaced 

by any other task of evaluation with another method. 

• Task complexity : high, because performing the CW is a complex task that 

requires much reflexion from the evaluator. But there is no complexity 

attached to the necessary manipulation of the method. 
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3. Tasks shucture 

3.1. First task : Enter the inputs of the CW 

Decomposistion into goa]/subgoals 

1. Enter the inputs of the CW 
1.1. Give information about user profile 

1.1.1. Enter user system knowledge 
1.1.2. Enter user system knowledge description 
1.1.3. Enter user task knowledge 
1.1.4. Enter user task knowledge description 

1.2. Give information about the tool to evaluate 
1.2.1. Enter the tool name 
1.2.2. Enter the version of the interface 
1.2.3. Enter the utility and usability criteria 

1.3. Give the description of the task considered 
1.3.1. Give a text description of the task 
1.3.2. Create the goal/ subgoals decomposition 

1.3.2.1.Enter the goal name and description 
1.3.2.2.If it' s an atomic subgoal, specify the sequence of actions 

Plan 1.3.2.: do [1.3.2.1.-1.3.2.2.] until the task description is completed. 

Diagram of goa]/subgoals 

See Fig.24 

139 



Give information 
avout user profile 

Enter user system 
knowledge 
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and description 
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___ ..... ,..,. structuration 

....... ~ sequence 

Figure 24 - Goal/Subgoals decomposition of the task 
"Enter the inputs of the CW'' 

3.2. Second task : Perf orming the CW 

Decomposition into goaJ/subgoals 

2. Perform the CW method 
2.1. Answer questions for one subgoal 

2.1.1. Answer the subgoal-related questions for a sugboal 
2.1.1.1.For each question, choose usual anwers or customize one 
2.1.1.2.If a problem is found, record it. 
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2.1.1.2.1. Give problem description 
2.1.1.2.2. Give the likely difficulties caused by this problem 
2.1.1.2.3. Specify CIO concerned 
2.1.1.2.4. Specify the assumed causes of the problem 
2.1.1.2.5. Specifiy the seriousness of the problem 
2.1.1.2.6. Specify a design solution to this problem 

2.1.2. If the subgoal was atomic, answer the action-related questions 
2.1 .2.1.For each question, choose usual anwers or customize one 
2.1.2.2.lf a problem is found, record it 

2.1.2.2.1. Give problem description 
2.1.2.2.2. Give the likely difficulties caused by this problem 
2.1.2.2.3. Specify CIO concerned 
2.1.2.2.4. Specify the assumed causes of the problem 
2.1.2.2.5. Specifiy the seriousness of the problem 
2.1.2.2.6. Specify a design solution to this problem 

Plan 2.1.: do [2.1.1.-2.1.2.] for each subgoal of the task description. 

Diagram of goal/subgoals 

See Fig.25. 

3.3. Third task: Consult the problem list 

This task is obvious. It only consists in consulting the list of problems found after 

the two first tasks are performed. Users have only to click to read the problems 

description. That is why we do not propose here a task structure. 
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Figure 25 - Goal/Subgoals decomposition of "Performing 
theCW" 
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3.4. Fourth task: Use new UAN library 

Decomposition into goa1/subgoals 

4. Use new UAN library 
4.1. Create new library 

4.1.1. Specify name and location of the library 
4.1.2. Create the list of UAN actions 

4.1.2.1.Add UAN action 
4.1.2.2.Remove UAN action 

4.1.3. Search for library 

Diagram of goa1/subgoals 

See Fig. 26. 

Create new UAN 
Library 

Use UAN Library 

Specify the name 

Specify the location 

Create the lisit of 
UAN actions 

Add UAN action 

Remove UAN 
action 

Select UAN Library 

--~.... structuration 

.. - ► sequence 

Figure 26 - Goal/ subgoals decomposition of "Use UAN 
Library" 
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3.5. Bootstrapping: Applying CW on the projected task 

As we explained in the fifth chapter, Cognitive Walkthrough can be performed at 

two different locations in the global process of an interface design. Firstly, after 

the task analysis when a projected task is defined (the reduced Cognitive 

Walkthrough). Then, on the implemented task (the standard Cognitive 

Walkthrough as explained in the third Chapter). We applied CW on the projected 

tasks. This section aims to describe a synthesis of the results got. 

We defined the structure of the projected tasks with the TKS model in the section 

3 of the present chapter. Using this goal/ subgoals decomposition, we used the 

reduced CW, i.e. the Cognitive Walkthrough but only taking into account the 

subgoal-related questions. This aims to detect gaps between the abstract goals 

structure, as thought by users, and the goals structure of the projected task. If this 

gap is not evaluated here, it will find itself in the concrete goal structure of the 

implemented task. So, detecting early this problem allows to correct problems 

before developing the complete interface. 

For each task, we have considered the two different user profiles we defined for 

the task analysis. The experienced user will not probably have any problem with 

the goals structure of the different projected tasks. As he knows perfectly how to 

perform a CW and we transcribed in the projected tasks the same steps, in the 

same order required for a CW, he is not likely to have any problem. The second 

point is to know if this user will have the required knowledge to perform the 

different tasks. In the same way, the user will surely have the knowledge to 

achieve the different tasks thanks to his good knowledge of the abstract task. 

However, that doesn't mean that the system should not provide any further 

information to ease the realization of the tasks. lncluding information to provide 

the user information about the progress of the tasks is important, even if not vital 

for this first kind of user. 
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Consider now the second kind of users that may use our editor. This user knows 

about the basic principles of CW but has perhaps never performed one. In this 

case, the application of the reduced CW has shown that this user won't probably 

try to achieve the different goals of the different tasks correctly. He might skip 

subgoals, perform some in another order, and so on ... So, he won't have the 

knowledge of the task structure of the projected task. Moreover, he may be not 

familiar to some inputs required. For instance, will he know what are the design 

criteria and how to balance them ? We have to keep this in mind for the following 

steps of the interface design: the system should provide these information and 

appropriate help should be available. 

In conclusion, the reduced CW has shown the necessity to provide guidance in 

the editor. The different kind of guidance to be offered are detailed in the section 

4 of this cha pter. 

3.6. Sequence of the diff erent tasks 

The three first tasks must be accomplished in a fixed order. Firstly, the task 

« Enter the inputs of the CW », then « Perfoming the CW » and finally, « Consult 

the problems list ». That is so because they are part of the main activity of doing 

an usability evaluation. The task « Use UAN Library » can be performed from the 

main screen when users want to use special UAN library or to create new ones. 
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'□ 1 • 

Main creen 

+----
Enter the inputs of 

Use UAN Library ,--
the CW 

' 

~ Performing the CW 

,. 
Consul! the 

~ 

problems list 

Figure '27 - Sequence of the different tasks 

4. Guidance 

The guidance is a service provided by the interface to users in the process of 

performing t:asks. Two types of guidance are to be distinguished : 

• The active services : these can be defined as services provided by the 

interface before the execution of actions by users. They constitute in a way a 

pre-execution help. 

• The control services : this second kind of services are more what we call post

execution services, i.e. services that only occur after the execution of an 
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actions by users. They « control » what was done by users of the system. For 

instance, the validation of the inputs entered by user. 

The abstract task that we want to implement, the Cognitive W alkthrough 

performing, is a strongly step by step guided task. As the results of the reduced 

CW suggested it, we would like to provide the same form-based method once 

implemented with a guidance through the different steps that would be provided 

to evaluators. So, as in most systems, a guidance of control will be provided to 

control the information received by the system and so, to prevent a post

execution control of the users' actions. Moreover, several active services of 

guidance are also desirable to be included. 

We distinguish three different important functions of services guidance in the 

editor we want to build. 

4.1. Guidance of context inputs 

The first guidance to provide concerns the capture of the context inputs of the 

Cognitive Walkthrough: the selection of the utility and usability criteria, the 

description of the context of work and the profile of the final user of the CW 

editor. The next figure is related to the data that this guidance concems. 
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CRITERIA 
1-

name 
balance 

1-1 

CONTEX.T OfWORK 
description 
visibility 

noise 
treatment allocation 

1-1 

1 

METHOD 
num 
interface version 
name_tool 

1 

USERPROFil.E 
description 
task experience 
task description 
system experience 
system description 

1-1 

Figure 28 - The data related to the guidance of context 
inputs 

The guidance will be materialized by a kind of wizard, similar to those available 

in software such as Microsoft Publisher. So, users will be brought through the 

different steps of capturing, firstly the user profile, secondly the context of work 

and finally the utility and usability cirteria associated with the editor. Of course, 

the wizard must permit to users to go back to make changes in the previous 

steps. 

4.2. Guidance of the tree construction 

This second guidance service to provide is about the tree construction of the task 

description, i.e. the goal/ subgoals decomposition and the seizure of the actions 

sequence of the atomic subgoals. 
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Users have to enter for each goal, its name, description and actions sequence if 

required. The guidance must include navigation through the different subgoals. 

In parallel, the guidance must provide, once the goals information capture is 

completed, the graphical view of the tree in the form proposed by [DIX et al. 93], 

whom we also talked about in chapter 3. 

The following figure (fig. 29) shows the different information of the IS concemed 

by this second guidance. 

The guidance will ask users to enter information in the same order as a task 

description would be performed on paper: level by level. So, firstly, name, 

description of the main goal will be asked. Tuen, the same will be done with any 

of the subgoals-children. For the subgoals which are atomic, the system must ask 

the actions sequence. After all the concerning information for the subgoals of one 

level have been entered, and if not all the current level subgoals are atomic, it is 

the tum to the next decomposition level to be described. And so on until ail the 

subgoals of a level are atomic. 

Once again, the opportunity to step back must be let to users if they want to 

modify any information. 
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~-----------------·--- - -

~ 
/J 1-1 

ACTION 
num 
value 
system feedback 

~ ':;;;,' 
~ ( REALIZATION) 

system statc 

0-1 

1-1 0-N/ 
describes 

is realized by 
=:t:::=::::::;-7 

SUEGOAL 

num 
namc 
description 
atomic 

0-N 
composes is decomposed in 

~ / 
(cooosmoN) 

2-2 
are linkcd 

5-5 
are linked 

Figure 29 - The data related to the goal/ subgoals 
decomposition 

4.3. Guidance in answering the CW questions 

After the the two first steps, when all the inputs of the method are available, the 

system must begin to ask users the CW questions in the order required by the 

method, i.e. from the main goal to the lowest subgoal. Each sugoal and action 

must be answered in the correct order. The order of answering the questions is 

described in the fourth chapter. The figure 30 presents the different information 

of the information system intervening at this step. 

Another pre-execution guidance that we must provide is the list of usual 

answers. According to the question, and the information provided as inputs (user 
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profile and context), the several « most frequently used answers »5 must be 

shows to users to permits them to make envnetually a quick choice between 

them. 

Moreover, when users want to record a problem that they think to have found, a 

problem record form is to be displayed and permits the recording. 

ACTION 
ra.nn 
VÙIU ~ 1-1 

is d.esaibed by 

system fi! edbldl 
syrumrute 

1-1 ✓ 

DESCRlPTION n,alms < REALIZATION > 
1-1 Q.N/ 5-5 

m linked di!saibes 
..---'---,is nalmd by 
SUBGO.AI. 

= 
nsme 
dmripti.an 
81.0mic 

·:l 

:~m is di!c!:ose~in\ed 

COMPOSITION è 
0-1 

isnllted 

0-1 
is nlated 

ANSWER 

0-1 

des~ 
VÙIU 

eio::l: LINK 2.sn linked 
LINK l .m linked 

is inc~d in 

<INCLUS~§> 

0-N 
inc~s 

1-1 
ancans 

USU.AI. ANSWER 
des~ ems SUBGO.AI. 

~stion 

0-N 
is _justified by 

Figure 30 - The data related to the answering of questions 

s See chapter 3, section 3.22 
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.----------------------------- - - - - - - - - - -

4.4. General guidance of navigation 

A general guidance of navigation must also be implemented as the order to 

perform the three steps described above is fixed. Thus, the system must bring 

users through these steps. 

4.5. Help while performing the method 

We asked oursefves about the opportunity to include theoric help in the different 

screens we will build. That means, should we give text rephrasing the questions, 

explaining more about the theory behind the questions (the position in relation 

with the Norman model of the task),and so on. It seems valuable for the novice 

user who is beginner either with the editor or the Cognitive Walkthrough 

method in itself. But for the expert user, which is the second kind of user we have 

considered in the stereotype of user, ail thèse are extra information and are really 

not required. 

A compromise between these two approaches would be to offer the possibility to 

call for help containing the theoritical explaination of the method. But we think 

this help has to be visible during performing the task. We think wo to include a 

help companion similar to those provided in Microsoft Word (fig. 31). It would 

give inforamtion at the current step, that the user is trying to realise, of the task. 
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• Résolutbn des problèmes liés aux 
modifications de mise en forme 
automatique 

• Mise en forme d'entrées d'index 

..,.. Suivants ... 

j• 

• Çc:nseils • Ç!ptbns '• Fermer ) 

Figure 31 - The help wizard of Microsoft 

5. Derivation of the ergonomical specifications 

5.1. Choice of the dialogue attributes 

There are four attributes specifying the dialogue of the interface: 

1. The control of the dialogue : at the global level, the control of dialogue will 

be internai. As for the real task of performing the Cognitive W alkthrough, 

users must be guided through the different steps of the method. In the same 

way as in other softwares, it seems to be appropriate here to use some kinds 

of wizards to guide users. This way of proceeding permits to accelerate the 

dialogue as, each time it is the system that will ask the information needed 

and not users that trigger off the different step, and it will reduce the likely 

errors performed. For instance, if users won' t try to answer the CW questions 

before creating the task description if the system ask them explicitly to insert 

it before starting the step of answering questions. 
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2. The dialogue mode: at the level of tasks, the dialogue mode is synchronous 

as one step of the method cannot be performed before the following one. For 

example, consulting the lists of problems found must not be possible before 

performing the method in itself. Quite obvious ! Very often, the same 

reasoning can be made for the subtasks. But not always. For instance, when 

users want to define a problem found, they are likely to do it in the order 

specified in the task « Performing CW » but they are not obliged. 

For expert users, a wizard-free version could have been considered but as the 

different steps of the method and their order are manda tory, no benefit would 

have have been got. 

However, as the oppportunity to step back in the process, for instance to 

correct mistakes must be let to users, the dialogue can be partly 

asynchronous. 

3. The mode of functions release: it is manual, explicit and displayed because 

the different fonctions are triggerd off by users thanks to the actions provided 

by the system. These actions will be explicitly present, for instance in the form 

of buttons (OK, Cancel, ... ). 

4. Metaphor : it is based on the mini-world. The different forms used in the 

paper version of the method must be reproduced electronically. Users must 

be able to fill in the form in the same way as they would have done it on 

paper. This agrees with what was said about the existing environment and its 

reproductibility in the descriptive parameters of the task. 

Dialogue control Internai 
Dialogue mode Mixed 
Mode of fonctions Manual,explicit, 
release displayed 
Metaphor Mini-world 
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5.2. Utility and usability criteria 

The utility and usability criteria are fundamental : they fix the general 

constraints in term of quality and efficiency of the interface. They constitute the 

basic principles that the interface must repect at all cost. 

• Leaming time: this criterion seems not to be a crucial criteria for our task. 

U sers can try some times the tasks before performing them for real work. 

However, a good learning time will obviously ease the use of the system we 

want to build. As the complete task of evaluating an interface with the 

Cognitive W alkthrough is time-consuming, an interface with a small learning 

time with permits to gain time at the very first use of the interface. Moreover, 

as we want to provide good and strong guidance for evaluator, il is likely that 

the learning time will be low. 

• Rapidity of execution : as said before, performing the Cognitive 

W alkthrough on paper is a bundersome and time-consuming method. This is 

one reason why an editor would be necessary : to shorten the time required to 

perform the method by an evaluator, whose time is expensive and rare. So, 

the rapidity of execution must not be as high as possible but it must be better 

than the time required by the conventional way of performing the method. 

• Error rate: by experience of the real task, we know that evaluators often tend 

to step back and change their answers to some questions. So, the error rate 

must not be necessarily low. However, error not caused by changes of 

opinion of evaluators but by, for example, misunderstanding of system 

messages, must be low because as performing the method takes a long time, 

recurrent errors may really hamper to perform the task efficiently, and worst, 

can lead evaluators to be fed up with the task and give it up. 
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• Period of remanence: this criterion is quite important as, if the learning time 

may not be always the shorter as possible, it is important that users recall how 

to perform a task from one use to another. For usability expert which 

frequently use the CW method to evaluate interface, the period of remanence 

may be low as the time between two different use of the tool will be short. But 

the tool is also aimed to be used not only by usability expert but also by 

system designers who will perform the evaluation several times in the design 

process. But evaluation are only done at some steps in the design. So, the time 

between different uses of the editor can be long. Still longer if the editor is 

used on different design projects. To conclude, the period of remanence is to 

be long as a frequent use of this tool in all the design process is not likely. 

• Subjective satisfaction to use the system: evaluators are used to perform 

evaluation on paper without software tool. Such a tool is not absolutely 

needed to perform an evaluation. So, if the subjective satisfaction perceived 

by users is low, if they do not perceive benefit from using the tool, or if using 

it is too complex in relation with what they are used to do, they probably will 

not use this editor in the long term. That's why this criterion is important to 

take into account. 

• Degree of coverage : a high degree of coverage in the mechanisms of the 

interface is always preferable. But as the application we want to build is not 

crucial, the degree of coverage must be appropriate without being perfect. 

5.3. Derivation of interaction styles 

As we said that we wanted to reproduce in the interface of the editor, the 

different documents that are part of the objective environment of the prescribed 
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task, intuitively the style of interaction that we should choose in the « filling of 

form ». 
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6. Derivation of the functional specifications : 

Chaining graph of the functions 

The chaining graph of the function is a multigraph where nodes are fonctions or 

messages and arcs are relation of precedence [BODART 98]. 

6.1. Task 1: Enter the inputs of the CW 

User profi le 
description 

Legend 
·---------
' ' ' ' ,,_ , .. -- ... 
~ - ., .. 

[ l 
~ 

Utility and usability 
ci rteria validation 

• 

Knowledge bue 
gene,ation 

: Knowledge 
basegenerated 

• 

Figure 32 - Chaining graph of the fonctions: Enter the 
inputs of the CW 

= internai information CJ = extemal information 

AND of = group 
1 1 information 

= fonction 

=AND )> = exclusive OR (XOR) 
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6.2. Task 2 · Performing the CW 

Record subgo.il
rel.ilted ,1nsweis 

,md problems 

Record action
rel,1led ,1nswers: 

and prob lems 

Figure 33 - Chaining graph of the functions : Performing 
theCW 
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6.3. Task 3 · Consult the problems list 

Consultation of .a 
problem 

description 

Figure 34 - Chaining graph of the functions : Consult the 
problem list 
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6.4. Task4: Use UAN Library 

Vali dation of the 
t------ name and locatio 

of the UAN file 

V.ilidation of the t--- --- n.ime and loc.ttio 
of the UAN file 

i Name and [ 
i location valid ; 
!... __ .... ------... ! 

j N.,1me and ! 
j lo~tion n lid : 

! , ... --..... j ... ___ __. .. 

Lud UAN Library 

Figure 35- Chaining graph of the functions: Use UAN 
Library 

7. Definition of the presentation 

7.1. Identification of the presentation units 

From the different chaining graphs presented in the section 6, we can derive the 

presentation units, each of these corresponding to one of the subtask of the task 

considered. 

7.1.1. Task 1 : Enter the inputs of the CW 
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For the first task « Enter the inputs of the CW », three subtasks have been 

distinguished. One unit of presentation will be associated to each one. The three 

PU are named : 

1. PUl: Capture of the interface information 

2. PU2 : Capture of the user profile 

3. PU3 : Contruction of the goal/ subgoals tree 

The dialogue attributes described in the section 5.1 are the same for each of the 

three PU. 

Knowtedge b.-se 
9ene1• li • 11 

UP1 

. -- - --- - -- -. 
: ~•d11• : 

lus•u•ne rri•d , 
~ # #--- ~ 

Figure 36 - Presenta tion Units : Enter the inputs of the CW 

7.1.2. Task 2 : Performing the CW 

Two subtasks of the task « Perforrning the CW » are similar : the first one is to 

answer the subgoal-related questions and the second one is the same subtask but 

for the action-related questions. That' s why we identify only one presentation 

unit including ail the functions, input and output messages of this second task. 

This PU name is « Capture of the information related to the performing of CW ». 
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UP 

Rt:oord subgo.al-

111.at•d .IMlll'NIS 
.ind prob lems 

Re oo rd .action
rel.lted .answen: 
.and problems 

Figure 37 - Presentation Units: Performing the CW 

7.1.3. Task 3 : Consult the problems list 

As this third task is elementary, only one presentation unit is retained. 

CoM\l lbtlo rt of a 
proble.m 

'1.«ipUon 

UP 

Figure 38 - Presentation Units : Consult the problems lis t 
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7.1.4. Task 4: Use UAN library 

For the fourth task « Use UAN library », three subtasks have been distinguished. 

One unit of presentation will be associated to each one. The three PU are named : 

1. PUl : Capture of UAN libray name and save information . 

2. PU2: Capture of UAN actions sequence. 

3. PU3 : Capture of the information related to a library to use. 

J--- ~ name and lo~Ho 
ot the UAN file 

V.11idnion ofttui 
,___ _ _, narnt .1nd loe.,tio 

oftheUANfllt 

UP1 

UP2 

Lo.d UAN Libmy 

r-·------, 
, N.1m• .1nd l 
'. loc.1tion v•lid : c _____ ... ----. ..J 

Figure 39- Presen tation Units: Use UAN Library 

The dialogue attributes described in the section 5.1 are the same for each of the 
threePU. 

7.2. Identification of the windows 

In each PU identified on the chaining graph, the different windows are to be 

defined. The criterion retained for the identification of the windows is the 

« input/ output » identification and the identification of group. The first one 
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means that the inputs are presented in a windows and the outputs in another 

one. The identification of group is used to group information in one window, for 

example for ergonomical reason. The combination of these two criteria give for 

the presentation units the decomposition in windows as shows in the following 

figure. 

7.2.1. Task 1 : Enter the inputs of the CW 

In each presentation unit, a window should be created for any unit of 

information. However, we will group input messages that are related to each 

other. For example, the information related to one subgoal should be capture in 

one time (window 32 in the following figure) . In the same way, we create a 

unique window for what concerns the utility and usability criteria information. 

Wlndow11 

Wlndow12 

C:J 

uti lity 11nd us:o1bili 
chte ft.a w.alldatlon . ' 

: Clrtafla n lld : Knowledg• bas. 
genu.tlon 

Window32 

UP1 

·----------, 
: Knot'lllledge , 

b.1Hgenu.ted: 

Figure 40 - Definition of the windows : Enter the inputs of 
theCW 
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T ool to cvaluatc EJ 

Enter lhe name œ lhe tool to evauate 

Enter lhe version c1 lhe interface lhat you want lo evauate 

J 
1 li~ 1 x Cancel I k< 1 < 1 Next »_J 

Figure 41 - Task 1 : Windowll 

IJl1htv and us <1h1hty r.1111,ria EJ 

You must now emi the the balance of the IMeren dy and 
Ulabil)o merie in regards of the tool lo evaluale 

Enor raie 

Period al paaÏllenql 

Subiective aalidactian 

Degr• al COYmage 

low ) 

low J, _______ =--"' 

1 

low ) 

low 

low ) 

low 

H91 

H91 

H91 

Hd, 

Hd, 

? li~ 1 ,C Cancel I I<< 1 < 1 Neolt » 1 
Figure 42 - Task 1 : Window12 
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Figure 43 - Task 1 : Window21 

System l<nuwle<l4e EJ 

Pleue enter the level ol the s,atem knowledge for the 
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r- Low A low s,atem knowledge 1eve1 meens I 
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using the s,atem 
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Figure 44 - Task 1 :Window22 
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1 d sl<. Knuwled4e EJ 

Please enter the leYel of the task knowledge for the 
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lhat user hM no 01 little expeiiel ~ in r Average pelfaming the task considered I 

Please enter the judiication of the task leYel knowledge 
choosen 

Figure 45 - Task 1 : Window23 

Des..:1iptiun of the lds k to t:ons1ùe1 EJ 
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evSJate the tool 
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Figure 46 - Task 1 : Window31 
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Capture of mformatmn about a goal - -E3 

Fil in the name and lh6 desaiptio11 to the new goal to insert : 

Goal Name 

GoalD~ 

Nt.l'llber cl subgoals rec,.nd to echieve lhis Slbgoal 1° il 
Select the folowing option i lhis goal cannot be deconiposed : P' Ataric 
. . ~-
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-
1, -
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Figure 47 - Task 1 :Window32 
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Figure 48 - Task 1 : Window33 

Extra window for UP3 

This window is introduced to assure the guidance function. As we explained 

before, UAN libraries must be available to accelerate the capture of the actions 

(by drag&drop the UAN actions). 

llAN 11lu ,1111,s E3 

JUANList a 

Figure 49 - Task 1 :Extra Window for a guidance service 



YounnowgDr111iolllart1,_COIJWt'lt~ 

This wizard wil bringl ~ tira.dt lhe dlfaenl --~ i:., 
thellllllhod. Tt..1œ111n : 

1. Enter the U• Plolla 

2. Enl11 lhe c:crillll dncqJtion 

l Enter the lllk dNaipticn 

5.Conallheprobllmlll8Dllldld1UW1111h11 "81iant ~ 

_? H~ m ,C C.w:el I I< 1 1 Nat» 1 
Figure 50 - Extra window inserted for a guidance service 

The figure 50 has been built to take into account the results of the reduced CW 

performed on the projected task6• It aims to provide information about the 

different steps to accomplish a Cognitive Walkthrough. 

7.2.2. Task 2 : Performing the CW 

To respect the metaphor of form we said we will use, a separate window is 

created for the capture of the subgoal-related answers, of the action-related 

answers and of the problem description. This is likely to be a good definition of 

the windows as it is similar to the real task of performing the CW where the 

evaluator has separate forms to record these information. 

6 See section 3.5 of this chapter. 
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Figure 51 - Definition of windows : Performing the CW 
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7.2.4. Task 4 : Use UAN Library 
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Figure 57 - Definition of the windows : Use UAN Llbrary 
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8. Bootstrapping : Applying CW on the 

implemented task 

In this section, we will describe the results we got when performing CW on the 

implemented tasks in regards with the mock-up we built from the task analysis 

realized in this chapter. 

The remarks brought by the the first application of the method were taken into 

account. The result is that the guidance provided by the editor is strong. It is 

likely that there will not be any problems in regards with the goal structure of the 

task. Either the user has the knowledge of how to perform tasks, or the system 

porvides the required information to let him know about the sequence of 

subgoals to achieve. 

But the action-related questions revealed some points that may be problems. 

When users have entered the description of a subgoal, they have to click on the 

« Next > » button to enter the description of the next subgoal or on the « Finish » 

button if the task description is completed. However, these two labels may be 

ambiguous. Users may believe that the « Finish » is to complete the capture of 

one subgoal description. In the same way, the « Next > » button may be 

interpreted as « go to the next step of the CW », i.e. answering the method 

questions. These button should be better labelled. A design solution would be to 

name the « Next > » button « Next subgoal > » and the « Finish » button « Finish 

the decomposition ». 

Still concerning this window, the UAN Library are available by clicking on the 

button « UAN Libraries » but if users don't know about UAN, this will not make 

sense for them. A text help should be included to shortly explain what this 

means. Furhter when the UAN Librairies window appears, the UAN actions can 
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be inserted into the sequence of actions of the subgoal by drag&drop. But no 

indication about this way of proceeding is given. This should be added in the 

UAN Librairies Window. 

In relation with the task « Performing the Cognitive Walkthrough », when users 

have to choose answer to give, they have three choices: Yes, No or Other. When 

choosing one of the two first, they have to select an usual answer associated with 

the question. These three choices are exclusive. But users may want to add 

comments to detail the answer they have given (YES or NO). So, a design 

solution for this problem should be to offer three exlusive choice: YES, NO and 

PERHAPS. Moreover, the opportunity to insert a comment for each question 

must be let to users. We could add a checkbox that will, once checked, enable the 

text capture. 

Finally, the last problem that CW revealed was that while performing the 

method, the name of the subgoal of action is given as well as its order identifier 

(e.g. 1.1.2.). But users may be quickly lost in all the performing : they surely want 

information about where they are in the task decomposition. To indicate the 

progress obtained when switching from one subgoal (action) to another subgoal 

(action), the graphical tree of the decomposition must be always seen with the 

current action or subgoal highlighted. 

So, Cognitive W alkthrough revealed some problems that must be now ta.ken into 

account. After the implementation of the design solutions proposed here, another 

iteration of CW should be applied to evaluate the next version of the editor 

interface. 
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9. Conclusion 

This chapter was interesting in two ways. Firstly, it specifies a complete task 

analysis walkthrough to build an editor supporting the Cognitive Walkthrough 

task. This analysis should be a good guide for a future implementaion of this tool. 

In Appendix C, we provide a description of the data conceptual model of the 

information system, that sould be associated with this CW editor, and the 

treaments conceptual model. We also added a global architecture and a 

specification of the treatments module. 

The second contribution of this chapter is to give a practical example of the 

inclusion of the Cognitive W alkthrough method into a global design process. 

Even it is a small and incomplete one ! 
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Conclusion 

We have tried, along this thesis, to show the importance of the insertion of the 

assessment of an interface into the a lifecycle of its design process. 

Indeed, for a lot of people, it seems to be easy to create good interfaces: some 

good sense and the work is done. Perhaps we thought this before gett:ing in touch 

with the usability problematic. However ... How many interfaces can be qualified 

to interfaces of quality ? 

The taking into account of the quality of an interface in the design process is vital 

and even if the good sense can help, a rigorous walkthrough is needed to try to 

reach a so much desired quality of interface. 

In this work, we have presented one method of interface evaluation : the 

Cognitive Walkthrough. The placement we made in the Informatic Center of the 

University of Sunderland brought us valuable and pratical experience in 

evaluating an interface, not only with Cognitive Walkthrough but also with other 

usability inspection methods. 

The two main contributions we tried to bring were to give a theoritical 

foundation of this method and to locate it in a design process we have learned in 

the second master degree: the task analysis walkthrough. About the location, we 

have tried to place the method not only for an already-made interface but also 

very soon in the design process to permit a rapid review of the interface, before 

the availability of any mock-up or prototype . 
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The lecture we have studied in second' s master degree already takes in 

consideration the quality of an interface and its evaluation but by other means : 

ergonomie rules and design criteria. The CW method is a task centered method. 

We think this thesis could complete the lecture of Professor Bodart. 

We have learned some principles after this introspection in the heart of the 

assessment of interfaces. No method is perfect and can find out ail the usability 

problems of an interface or a future one. 

A possible solution would be to combine different methods as task-centered 

method anfd heuristic one. A future work is maybe to evaluate the method 

« Heurisitc Walkthrough » which peform this combination. 

However, it' s important not to leave the economic aspect out. The CW method is 

already a time-consuming method. Added to another one, what will happen ? 

We think it will be good to take into consideration the combination of different 

methods but also the nature of interface which will maybe determine the kind of 

method to apply on it, ie. Web interfaces may require different evaluation from 

the evaluation of a interface based on Virtual Reality. 
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Appendix A 

THE USER ACTION NOTATION LANGUAGE 

1. Introduction 

The User Action Notation language was introduced by Hartson, Siochi and Hix 

in 1990. Is was developped to respond to a concrete need. Using prose 

descriptions to describe the behaviour that an interface should have is not a 

trivial task : these descriptions are usually unacurrate, sometimes ambiguous and 

misleading. Moreover, the implementers who have to read these prose 

specification and understand them to translate them into a concrete interface. If 

details are omitted or not clearly understood by the impleters, they will have to 

make some guess about what the interface designer wanted. UAN cas created to 

eliminate these problems. 

In our work, we use it with the same state of mind. Tired of using prose to 

describe the sequence of actions, feedback and system status in the task 

description, U AN brought us a quicker way to realize the task description. Of 

course, all the participants of the design must be able to use U AN : the interface 

designer who specifies the interaction, the implementers and the usability 

evaluator. 

The present appendix has not the pretention to offer a full description of the 

UAN language but is only aimed to give keys of understanding of the UAN 

language in order to permit a comprehensive reading of the task description 
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presented in the Cognitive Walkthrough example (Appendix B). For instance, 

UAN offers also ways to describe tasks sequence, task interruption, and so on. As 

we used UAN only to describe actions, we will not present here these last 

features of this language. 

2. Purpose of UAN 

The goal of U AN is to permit the recording of the interface interaction in a 

precise, concisely, unambiguous and detailled way. Further, as being a 

standardized way of describing interaction, it can help people joining a 

development team to minimize the misunderstanding that could arise from prose 

descriptions (because they have not followed ail the design process). 

« U AN is a user- and task-oriented notation that describes physical actions and 

behavior of the user and interface as they perform a task together » [HIX 93]. 

3. Description of UAN 

To get you quickly in touch with this language, we will introduce a first simple 

example. Here is the prose description of selecting a file icon. 

1. Move the mouse cursor over the file icon 

2. Depress and release the left mouse button. 

The UAN description of these actions is as follows: 

1. ~ [File icon'] 

2. Mv" 
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The~ character means moving the mouse cursor. The destination of the cursor is 

indicated into the brackets. The ' character means that we refer to a specific file 

icon and not to any file icon. The tilde ( ~) is used to give the impression of 

motion. The second action Mv" denotes the depressing ( v) and the releasing (") of 

the mouse button (M). 

At this step, we only described the user's actions. But we said before that UAN 

was used to described not only user' s actions but also the system feedback and 

state. This lack is fullfill below. The system considered is Microsoft Word97. 

Clicking on the file icon 

User action System feedback System status 

~[File icon'] File icon' ! 

Mv" • File icon'-! Selected = selected 
u {file icon') 

• File icon' ! ! 

File icon'! indicates that feedback is given by the system when the mouse cursor . 

is over the file icon. At the second action level, File icon'-! means that the first 

feedback is over and File icon'!! that a second feedback, different from the first 

one, is shown. When clicking on the icon, the system status changes because the 

file icon is now selected. 

This was a simple example that can be complexify much more. Indeed, usually 

when clicking on an object, the other objects that were selected are not anymore. 

This information feedback should also be inlcuded in our description. This can be 

simply written by : 

V file icon * file icon' file icon-! 

5 



Intuitively, we can translate this by « for ail the file icon different from the one 

selected, the highlighting is over ». 

Note that the UAN description is a bit more complex. 

Condition : {action}+ 

The first part of this UAN expression (before the«:» character) is the condition. 

The second part contains the set of actions (1-N) to trigger off when the condition 

is respected. 

Our example becomes now : 

Clicking on the save icon 

User action System feedback System status 

~[File icon'] File icon' ! 

MvA • File icon'-! Selected = selected 
u {file icon') 

• File icon' ! ! 

• V file icon * file icon' 
: file icon-! 

4. More on UAN actions 

Now that you are familiar with the UAN philosophy, this section will give you 

more knowledge about the actions that composes the base of the UAN language. 

There is a non exhaustive list of U AN actions. 

~[x,y] 
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Move the mouse cursor to some arbitrary point x,y on the screen. 

Action* 

Like in regular expression, the start means that the action is repeated zero or 

more times. For instance, ~ [ x, y] * means that the mouse cursor can be 

moved on the screen to any points zero or more times. 

Action+ 

Similar to the previous one, except that the action must be repeted at least one 

time. 

Object > -

Moving an object on screen (for example, dragging a file icon): the object 

follows the mouse cursor. 

Object >> -

Rubber-banding action. For instance, after a user has pressed the mouse button 

on a window corner and wants to resize it, he is grabbing the window with 

the cursor: window' >> ~ 

@(x,y) display (object) 

The object is displayed at any coordinates of the screen. If the object has to 

appear at specific coordinates, it must be indicated by using @ (x' , y') . You 

can also use specific value for x and y. 

Erase(object) 

This means that the object specified is not displayed anymore. 

K « abc » 

User action that represents the capture of the string abc thanks to the 

Keyboard. A regular expression can be specified in place of the fixed string. 

K(xyz) 

Entering a value for the variable xyz via the Keyboard. 
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5. Extensibility of UAN 

The power of UAN cornes also from its possibilities of extension. In regards with 

the needs of the interaction designer to specify the interface, symbols can be 

replaced by some which are more explicit for the designer, other symbols or 

fonctions can be added. The only restriction is to let the language as intuitive as 

possible in order to be easily understood by ail the design participants. 

This section presents the U AN notations used in the task descriptions we made. 

These are not part of this original UAN notations set. We have mainly used these 

extensions to describe actions in softwares such as Microsoft Word97 and 

Microsoft PowerPoint95. But some of these extensions can be used to depict 

actions of other kind of softwares. 

5.1. Mouse pointers 

The mouse pointer gives always information either in indicating the action 

available at a given moment or in showing progress in the current task. Thus, the 

number of different mouse pointer shapes is high. In this base version of UAN, 

there is no representation of this kind of feedback. We propose below a 

representation for each pointer shape mainly based on a graphical similarity or a 

shortening of the pointer shape name. 

Pointer Name1 

I 1-beam pointer 

1 These pointers were found in " The GUI guidelines", Microsoft Press 

2 Ali the UAN notations are shown in " Courier" font 
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I Italie 1-beam pointer / 

~ Left-arrow pointer <-

~ Righ-arrow pointer -> 

+ Cross-hair pointer + 

..L Horizontal split pointer "=v .-
~11• Vertical split pointer < I I> 

+-+ Horizontal outline pointer <- > 

1· Vertical outline pointer " 1 v 

+ Four-headed outline pointer 4- > 

~ Magnifying pointer Zoom+ 

Zoom-

~ Left diagonal pointer for frames A\ V 

.? Right diagonal pointer for frames v/ " 

\ Graphies repositioning pointer <-&4-> 

~ Drag-and-drop pointer for moving D&d 

~ L.::l Drag-and-drop pointer for copying D&d + 

Downward-pointing arrow -v 

Figure 1- UAN representation of mouse pointers 
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Sometimes the mouse pointer changes automatically when it is in some areas of 

the interface and returns back to its original shape when leaving those. Here 

follows some descriptions to explain these changes: 

• When the mouse pointer moves over a toolbar: pointer. shape1= <-

• When the mouse pointer leaves a toolbar : pointer.shape=pointer.shapeo 

• When the mouse pointer moves over the left margin of the document : 

pointer.shape1= -> 

• When the mouse pointer leaves the left margin of the document 

pointer.shape=pointer.shapeo 

5.2. Hierarchical objects 

It can be interesting to use some object properties in the task description. For 

instance, how can you say that the user moves the mouse pointer to the upper 

left handle of a shape? How can you indicate that an object ghost expands? A 

solution is provided by using a hierarchy of properties. Each object has got some 

properties which can be further decomposed into other properties. 

Example 

Objects in drawing editors may have the properties showed in the following 

figure. 

The ghost of an object is its outline. For instance, when moving an object in a 

drawing editor, the object is « dashed ». It is a feedback to inform that the user is 

currently moving the object. The handle of an object is what is used to 

manipulate it. 
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~ 
Color 

rame~ 
Thickness 

Object 

YGhost 

~ UpperLeft 

Handles <[ Medium Left 

Exarnple 

To point the frame : 

Object.frame 

To point the ghost : 

Object.ghost 

To point the handles : 

Obj ect. ulh3 

Object.mlh 
Object.llh 
Object.umh 
Object.urh 
Object.mrh 

3 Upper Left Handle 

LowerLeft 

Figure 2 - Object properties hierarchy 
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Object.lrh 
Object.lmh 

5.3. Functions 

Functions are used when an action of a user causes a feedback linked to a specific 

object. For instance, when you click on a Menu Item, the appropriate menu or 

dialog box is displayed on the screen. That's what the functions are supposed to 

render. 

Wait(time) 

The function Wait is to indicate that the user is idle for some time. We used this 

mainly to express that a feedback occurs after some time of user inaction. 

Hint( string) 

The function Hint returns the hint text of a specific icon. The following figure 

illustrates this. 

At 2,5cm Ln l 

Figure 3 - The hint text of an icon 

In UAN, this feedback is tanscribed by hint ("Text Box") . 

ShowStatusBar(string) 

The function ShowStatusBar return the help text for an icon in the StatusBar (fig. 

4). 
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Figure 4 - A help text in the Status Bar 

In UAN, this feedback is transcribed by ShowStatusBar ("Click and drag 

to insert an AutoShape"). 

ShowMenu(Menultem) 

The function ShowMenu displays the pop-up menu associated with the Menu 

Item selected (fig.5). 

In 

The In function is used only to know if an object is included in another one (e.g.: 

if shape is included in a selection rectangle ghost). Here is the UAN description 

of this function: 

Objectl.ul > Object2.ul & Objectl.lr < Object2.lr 

in Object2 

l Sec l 

~ LiœS ► 
&;, llamcShapes ► 
~ Block6,rroWI ► 
8a [lcnwhart ► 
& §.tan and Banœn ► 

~ ~alloutl ► 

1/1 !At 2,5cm Ln 1 

Figure 5- Pop-up Menu associated to a Menu Item 
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5.4. The Keys 

We only propose a notation for three labelled keys - those we needed - but it can 

be extended, in the same way, to all the others. Pressing and depressing the keys 

are made exactly like pressing and depressing the mouse. 

Key Pressing Releasing Oicking 

SHIFT SHIFTv SHIFTA 

CTRL 

DEL 

CTRLv 

DELv 
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Appendix B 

THE COGNITIVE W ALKTHROUGH : AN EXAMPLE OF USE 

1. Introduction 

We will now present an example of the Cognitive walkthrough method 

following the way we have presented it in this thesis. We have used partly the 

User Action Notations to describe the actions. 

2. Inputs of the Cognitive Walkthrough 

This is the final interface of the drawing editor in Microsoft PowerPoint 97 

English Version. 

2.1. A task to analyse 

Here is a description of the task : The user starts from an opened slide (screenshot 

1 ). The drawing toolbar is active and the user has to achieve some modifications 

on this slide : 

• He has to rotate the two rectangles through an angle of 60 degrees 

• He has to draw a no-filled square below the rotated rectangles 
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• He has to put the word : « Hello ! » in the south-east of the square 

• •''-□ Oil ◄ ~ •.t• 
-- - Slldelofl - _, Blili:RwltA.II, 

Figure 6 - CW example : Screenshot 1 

Finally the slide has to resemble to this in the screenshot 2. 
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Sim 1 ofl 

Il;; 
□ Hello! 

·=·····e• 
Bliiric Prw ,tatk.t, Qjf 

Figure 7 - CW example : Screenshot 2 

2.2. The abstract task 

There is no directly a real origin which corresponds to this task as it is partly an 

editing task. We won't develop here the abstract task here but the evaluator has 

to have in mind the structure of goals/ subgoals thought by the user. 

An analyse of the context of use of the interface 
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2.3. User profile 

• Description : we assume the user is a Windows user, i.e. he knows the 

different means of interaction in Windows such as the drag and drop, clicking 

and double-clicking on the mouse and so on. 

• Task experience description : this is the knowledge of a same kind of 

implemented task in a similar applications. We assume he hasn't this 

knowledge, i.e. he hasn't the experience of another drawing editor. This is 

made to put the conditions of a first-time user in evidence. The task 

experience is so « LOW ». 

• System experience description : the future user knows Windows. The system 

experience is so « HIGH ». 

2.4. Context of work 

The context of work is an office workstation. As it is a generic interface, we don' t 

suppose other assumptions about the environment of work. 

2.5. Utility and usability criteria 

We can assume the frequency of use may be high. So, the leaming time may be 

high. The rapidity of execution hasn' t necessary to be high. A minimal error rate 

isn't a critical criterion as an error will lead the user to find out other mechanisms 

of the interface and by the fact that the task hasn' t a vital importance. It would be 

good if the period of persistency was enough high permitting the user to keep 

the aquired knowledge. The subjective satisfaction of the user is the most 
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important criterion we will retain. We recall the subjective satisfaction is the 

sensation of pleasure and comfort that the user perceives using the interface. Fot 

this kind of interface, we think it's very important as this kind of interface has to 

be as user-friendly as possible. The degree of coverage of the mechanisms of the 

interface has also to be high because the user wants to make any kind of drawing. 

2.6. The concrete task (the implemented task) 

Here is the decomposition in goal/ subgoals of the task as it is imposed by the 

interface. 

O. Main goal : Make the task of modification 

1. Rotate the two rectangles of 60 degrees 

1.1. Group the two rectangles 

1.1.1. Drag a rectangle to select the rectangles 

1.1.2. Group the selected rectangles 

1.2. Rota.te the selected grouped two rectangles of 60 degrees 

1.2.1. Select the Free Rota.te icon in the drawing toolbar 

1.2.2. Rota.te the selected grouped rectangles of 60 degrees 

2. Draw a no-filled square below the rotated rectangles 

2.1. Select the rectangle icon in the drawing toolbar 

2.2. Draw a square below the two rotated rectangles 

2.3. Make the square no-filled 

2.3.1. Select the Fill color icon (the right part) in the drawing toolbar 

2.3.2. Select the No Fill Menuitem in the Fill Color menu 

3. Put the word: «Hello!» south-east of the square 

3.1. Select the Text Box icon in the drawing toolbar 

3.2. Put the word «Hello!» south-east of the square 
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The first part of the t:ask decomposition is finished. Now, it's time to make a more 

detailed descripton of each atomic subgoal to describe their actions. 
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Method to achieve subgoal X: Select <object> icon in the drawing toolbar 

Comments : This method is parametrised to avoid describing repeatedly the 

same kind of method. This method is to select an icon in the drawing toolbar. 

User Action 

Xl ~ [object 

icon' ] 

X2 M V " 

System Feedback 

• OBJECT ICON ! 

• Wait(2sec): hint(object 

icon) 

• Object icon' , , 

• V object icon * object 

i con' : object icon-! ! 

• ShowStatusBar(object 

icon' ) 

• The mouse pointer is 

evolving 

System state 

Selected = 

selected U 

{object icon'} 

Method to achieve subgoal 1.1.1. : Drag a rectangle to select the rectangles 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Rotate the two rectangles of 60 degrees 

Group the two rectangles 

➔ Drag a rectangle to select the rectangles 
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User Action System Feedback System state 

'Determi n e the 

north-we s t of the 

t wo rectangl e s ( x , 

y ) , 

1 ~ [ x , y ] M V 

'Determi ne the 

s outh- e as t of t h e 

two rectangles 

( X , , y ' ) , 

2 ~ [x' , y ' ] Rectangle . ghost' >> ~ 

3 M Â • Two rectangles' ! Selected 

• Er as e s elect e d u 

(rectangle .ghost') rec tangles} 

Method to achieve subgoal 1.1.2. : Group the selected rectangles 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Rotate the two rectangles of 60 degrees 

Group the two rectangles 

➔ Group the selected rectangles 

User Action System Feedback 

'Determine a place above 

one of the two selected 

rectangle (x, y)' 
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1 

2 

3 

4 

~[x, y] 

M v (right button) /\ 

'Determine the Menultem 

« Group » in the submenu 

« Grouping » (x', y')' 

~[x', y'] 

The mouse pointer is 

evolving from a left-arrow 

pointer to a graphies 

repositioning pointer 

• A menu appears 

• The mouse pointer is 

evolving from a graphies 

repositioning pointer to a 

left-arrow pointer 

The different ItemMenu 

over-moused are colored in 

blue 

The two rectangles are now 

selected and grouped as one 

shape 

Method to achieve subgoal 1.2.1. Select the Free Rotate icon in the drawing 

toolbar 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Rotate the two rectangles of 60 degrees 

Rotate the grouped two rectangles 

➔ Select the Free Rotate icon in the drawing toolbar 
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Comments : we can use the parametrised method X to describe this method. 

Once this subgoal has been achieved, the handles around the selected grouped 

rectangles are changing from small white squares to small green circles. 

Moreover, the mouse pointer is evolving from a left-arrow pointer to a left-arrow 

one with an arrowed circle on its top. 

The value of the hint function is: "Free Rota te" 

Method to achieve subgoal 1.2.2. Rotate the selected grouped rectangles of 60 

degrees 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Rotate the two rectangles of 60 degrees 

Rotate the grouped two rectangles 

➔ Rotate the selected grouped rectangles of 60 degrees 

User Action System Feedback System state 

~ [any The p o i nter i s 

rectangle s.handle ] e volvi ng fr om left-

a rrow pointer wi t h an 

arrowed c ircle on its 

top to an arrowed 

circle 

1 ~ [x , y] M v The pointer is 

enla rging 

2 R 60° Selected grouped 
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rectangles.ghost' >> R 

3 M " • Erase 

(rectangle.ghost') 

• The selected grouped 

rectangle appears 

rotated of 60 

degrees 

Method to achieve subgoal 2.1. Select the rectangle icon in the drawing toolbar 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Draw a no-filled square below the rotated rectangles 

➔ Select the rectangle icon in the drawing toolbar 

Comments : we can use the parametrised method X to describe this method. The 

mouse pointer is evolving from a left-arrow pointer to a cross-hair pointer 

The value of the hint function is : "Rectangle" 

Method to achieve subgoal 2.2. Draw a square below the two rotated rectangles 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Draw a no-filled square below the rotated rectangles 

➔ Draw a square below the two rotated rectangles 
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User Action System Feedback System state 

'Determine the upper 

left corner of the 

future square (x, 

y)' 

1 K V [Shift] 

~[x, y] M V 

'Determine the lower 

right corner of the 

future square (x'' 

y' ) ' 

2 ~ [ x' ' y'] Square >> ~ 

3 M A • Square' ! Selected = 

K "[Shift] • Square.color = selected u 

green {square} 

Method to achieve subgoal 23.1. Select the Fill color icon (the right part) in the . 

drawing toolbar 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Draw a no-filled square below the rotated rectangles 

Make the square no-filled 

➔ Select the Fill color icon (the right part) in the 

drawing toolbar 

Comments : we can use the parametrised method X to describe this method. 

Once this subgoal has been achieved, a menu with the different possible colors 

appears. 
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The value of the hint function is : "Fill Color" 

Method to achieve subgoal 2.3.2. Select the No Fill ltemMenu in the Fill Color 

menu 

Main goal and active subgoal : 

Main goal : Make the task of modification 

Draw a no-filled square below the rotated rectangles 

Make the square no-filled 

➔ Select the No Fill ltemMenu in the Fill Color menu 

User Action System Feedback System state 

1 ~[No Fill Menuitem] No Fill Menultem ! Selected = 

selected u {No 

fill menuitem} 

2 M v A Square.color = 

transparent 

Method to achieve subgoal 3.1. Select the Text Box icon in the drawing toolbar 

Main goal and active subgoal : 

Main goal : Make the task of modification 

➔ Put the word «Hello!» south-east of the square 

➔ Select the Text Box icon in the drawing toolbar 

Comments : we can use the parametrised method X to describe this method. The 

mouse pointer is evolving from a left-arrow pointer to a downward-pointing 

arrow. 

27 



The value of the hint fonction is: "Text Box" 

Method to achieve subgoal 3.2. Put the word « Hello ! » south-east of the 

square 

Main goal and active subgoal : 

Main goal : Make the task of modification 

➔ Put the word « Hello ! » south-east of the square 

➔ Put the word « Hello ! » south-east of the square 

User Action System Feedback System state 

'Determine the 

downer right corner 

of the square (x, 

y)' 

1 ~[x ,y] M V 
A The mouse pointer is 

evolving from a 

downward-pointing 

arrow to a I-beam 

pointer 

2 K [Hello ! ] Square.text = 

« Hello » 
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3. Performing the Cognitive Walkthrough 

Analysis of subgoal 1 : Rota te the two rectangles of 60 degrees 

1. Will the user try to achieve the right subgoal? 

Y es, by knowledge of the abstract task. This subgoal is present in the abstract 

and implemented task. 

Remark 

The order performing the subgoal has no importance. So, we assume the user 

will achieve their in the order we have define in the task description of the 

implemented task. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

No, the user has no experience about this subgoal. But the interface can 

maybe help him to realize this subgoal. 

Analysis of subgoal 1.1. : Group the two rectangles 

1. Will the user try to achieve the right subgoal? 

Probably not. Indeed, the user will try to rota.te the two rectangles once they 

will be selected but won't necessary think about to group it. At this moment, 

the interface doesn't provide any prompt telling the user about rotating a set 

of selected shapes once they are selected. 
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2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

No, the user has no experience about this subgoal. But the interface can 

maybe help him to realize this subgoal. 

Analysis of subgoal 1.1.1. : Drag a rectangle to select the rectangles 

1. Will the user try to achieve the right subgoal? 

Yes, as he is a Windows user, he knows that he has to select a shape before 

performing actions (rotation) on it. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

The question has revealed that the user will know that he has to select the two 

rectangles. As the rubber-banding method the user will use here is present in 

Windows, for example to select a set of icons or files, the user has the 

knowledge to do this subgoal. 

Analysis of action 1: ~[x, y] M v 

3. Can the user notice that the correct action is available? 

Probably because he has the experience of this kind of manipulation in 

Windows. Moreover, we can also justify by the answer to the question 2 of the 

current subgoal (inheritance). 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Probably because this action is also present in the mechanisms of Windows. 

For example, to select a set of files or icons. We can also justify by the answer 

to the question 2 of the current subgoal (inheritance). 
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5. Will the user perceive feedback? 

There is no feedback 

6. Will the user understand feedback? 

There is nothing to understand because there is no feedback. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

He will see progress in subgoal 1.1.1. and indirectly in subgoal 1.1., 1. and 

main goal. We can also justify that he will see progress by the answer to the 

question 2 of the current subgoal (inheritance). 

Analysis of action 2: ~ [x', y1 

3. Can the user notice that the correct action is available? 

Yes, he knows this kind of manipulation in Windows. We can also justify by 

the answer to the question 2 of the current subgoal (inheritance). 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Yes, probably. We can also justify by the answer to the question 2 of the 

current subgoal (inheritance). 

5. Will the user perceive feedback? 

Yes, a ghost appears. 

6. Will the user understand feedback? 

Y es, this is an explicit feedback that the user knows. We can also justify by the 

answer to the question 2 of the current subgoal (inheritance). 
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7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

He will see progress in subgoal 1.1.1. and indirectly in subgoal 1.1., 1. and 

main goal. We can also justify that he will see progress by the answer to the 

question 2 of the current subgoal (inheritance). 

Analysis of action 3 : M A 

3. Can the user notice that the correct action is available? 

Yes, he knows this kind of manipulation in Windows. We can also justify by 

the answer to the question 2 of the current subgoal (inheritance). 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Yes, probably. We can also justify by the answer to the question 2 of the 

current subgoal (inheritance). 

5. Will the user perceive feedback? 

Y es, the two rectangle are now selected. 

6. Will the user understand feedback? 

Y es, by experience of the system. We can also justify by the answer to the 

question 2 of the current subgoal (inheritance). 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

The user will see that subgoal 1.1.1. is finished because he has experience of 

this kind of manipulation in Windows. He will see progress indirectly in 
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subgoal 1.1., 1. and main goal. We can also justify that he will see progress by 

the answer to the question 2 of the current subgoal (inheritance). 

Analysis of subgoal 1.1.2. : Group the selected rectangles 

1. Will the user try to achieve the right subgoal? 

Probably not. Indeed, the user will try to rota.te the two rectangles once they 

will be selected but won' t necessary think about to group it. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

If we assume that the user knows that he has to group the two rectangles, the 

user has to know the contextual menu which will permit him to group the 

objects. As he is a Windows user, he knows this possibility. We will know 

assess if he can realize this. 

Analysis of action 1: ~[x, y] 

3. Can the user notice that the correct action is available? 

Y es, by experience of moving the mouse. So, moving the mouse pointer over 

one of the two selected rectangles will be perceived by the user. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

As we assume he knows that he has to group the rectangles before rotating 

their, we can say that moving the mouse pointer over one of the two selected 

rectangles in a purpose to have a contextual menu will be maybe performed 

by the user. For example, he can think that the contextual menu will provide 

him some actions like grouping and depending on the context. 
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5. Will fhe user perceive feedback? 

Yes, the stimulus-response feedback is high (when the mouse pointer moves). 

Furthermore, the mouse pointer is evolving from a left-arrow pointer to a 

graphies repositioning pointer. 

6. Will the user understand feedback? 

Maybe not because the change of the appearance of the pointer only tells to 

the user that he can move the selected rectangle. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

The user will maybe see progress in subgoal 1.1.2. if, assuming he knows that 

he has to group the rectangles before rotating their, he thinks that the 

contextual menu will provide him some actions like grouping and depending 

on the context. Subgoal 1.1., subgoal 1 and main goal remain unsatisfied. 

Analysis of action 2 : M v (right button) " 

3. Can the user notice that the correct action is available? 

Y es, by experience of manipulating the mouse. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

As we assume he knows that he has to group the rectangles before rotating 

their, we can say that clicking over one of the two selected rectangles in a 

purpose to have a contextual menu will be maybe performed by the user. For 

example, he can think that the contextual menu will provide him some 

actions like grouping and depending on the context. 
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5. Will the user perceive feedback? 

Yes, he sees a menu where stands the Menultem: « Grouping » . 

6. Will the user understand feedback? 

Yes. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

User will maybe see progress in subgoal 1.1.2. and 1.1. if, assuming he knows 

that he has to group the rectangles before rotating their, he will see progress 

in subgoal 1 and main goal. 

Analysis of action 3: ~[x', y1 

3. Can the user notice that the correct action is available? 

Y es, by experience of moving the mouse towards menu and submenu. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

As we assume he knows that he has to group the rectangles before rotating 

their, he will search, he will associate this action with the subgoal he is trying 

to achieve. 

5. Will the user perceive feedback? 

Yes, the different Menultem colour in blue when the mouse is over them. 

6. Will the user understand feedback? 

Y es, by experience of Windows. 
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7. Will fhe user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

User will maybe see progress in subgoal 1.1.2. and 1.1. if, assuming he knows 

that he has to group the rectangles before rotating their, he will see progress 

in subgoal 1 and main goal. 

Analysis of action 4 : M v /\ 

3. Can the user notice that the correct action is available? 

Y es, by experience of manipulating a mouse. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Y es, because moving and clicking are often actions which have to be made 

one after the other. 

5. Will the user perceive feedback? 

Y es, the two rectangles are now selected as one shape. 

6. Will the user understand feedback? 

Y es, by experience of Windows. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

User will see that subgoal 1.1.2. and 1.1. are finished. If, assuming he knows 

that he has to group the rectangles before rotating their, he will see progress 

in subgoal 1 and main goal. 
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Analysis of subgoal 1.2. : Rotate the selected grouped two rectangles of 60 

degrees 

1. Will the user try to achieve the right subgoal? 

Y es, because this subgoal is present in the abstract task. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

A priori, he hasn' t the knowledge to perform it as he has never done before. 

We will assess if the system can help him performing guidance and prompts. 

Analysis of subgoal 1.2.1. : Select the Free Rotate icon in the drawing toolbar 

1. Will the user try to achieve the right subgoal? 

Probably because the user knows that he has to made an action (rotation) on 

the selected and grouped rectangles. However, he doesn't maybe know that 

he has to select an icon to make a rotation and will maybe try to find out the 

possibility to rotate in the standard toolbar. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

He has the knowledge to select an icon because he has experience of the 

system. 

Analysis of action 1 : ~[Free Rotate] 

3. Can the user notice that the correct action is available? 

Yes, he can perceive it, by experience of manipulating a mouse in Windows. 
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4. Will the user associate the correct action with the subgoal they are trying to achieve? 

We delay our answer to question 6. 

5. Will the user perceive feedback? 

Yes, he can see « Free Rotate ». 

6. Will the user understand feedback? 

Y es and so, he will associa te the correct action with the subgoal he is trying to 

achieve. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

User will see progress in subgoal 1.2.1., 1.2., 1 and main goal. 

Analysis of action 2 : M v " 

3. Can the user notice that the correct action is available? 

Y es, by experience of manipulating a mouse. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Y es, because moving and clicking are often actions which have to be made 

one after the other. 

5. Will the user perceive feedback? 

Yes, the handles around the selected grouped rectangles are changing from 

small white squares to small green circles. Moreover, the mouse pointer is 

evolving from a left-arrow pointer to a left-arrow one with an arrowed circle 

on its top. 
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6. Will the user understand feedback? 

Probably, because the handles are now circle and especially because the 

mouse pointer is now a left-arrow with an arrowed circle on its top. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

Subgoal 1.2.1. is finished. User will see progress in subgoal 1.2., 1. and main 

goal. 

Analysis of subgoal 1.2.2. : Rotate the selected grouped rectangles of 60 degrees 

1. Will the user try to achieve the right subgoal? 

Y es, because this subgoal is present in the abstract task. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

A priori, he won't. 

Analysis of action 1 : ~[x, y] M v 

3. Can the user notice that the correct action is available? 

Y es, he can perceive it, by experience of manipulating a mouse in Windows. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Y es, probably because the user has to rota te the selected grouped rectangles. 

So, he has to make an action on it. He will probably attempt this action in a 

purpose of performing an action on the selected grouped rectangles. 
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5. Will the user perceive feedback? 

Y es, the mouse pointer is enlarging. 

6. Will the user understand feedback? 

Probably. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

User will see progress in subgoal 1.2.2., 1.2., 1 and main goal. 

Analysis of action 2 : R 60° 

3. Can the user notice that the correct action is available? 

He can see the rotation by reproducing with the mouse the action of rotating 

an object. However, it' s difficult for the user to perceive that the rotation will 

be of 60 degrees. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Yes, probably because the user has to rota.te the selected grouped rectangles. 

So, to make an action of rotation with the mouse will permit the user to rotate 

the selected grouped rectangle. However, the subgoal he is trying to achieve 

is to make a rotation of 60 degrees. 

In conclusion, we can say that he will associate the action of rotating with the 

subgoal he is trying to achieve but the action is very difficult to achieve as 

there is no feedback about the degrees (see question 5). 

5. Will the user perceive feedback? 

He can see a ghost of the selected grou ped rectangle following the motion of 

the mouse but he can' t see any information about the degree of rotation. 
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6. Will the user understand feedback? 

Probably but this feedback is incomplete. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

User will see progress in roation but as there is no information about the 

degree, he won't see a real progress towards the subgoal 1.2.2., 1.2., 1. and 

main goal. 

Analysis of action 3 : M A 

3. Can the user notice that the correct action is available? 

Yes, as the mouse button is currently pressed and as he has experience of that 

in Windows. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Yes, if we assume that he has succeeded to make a rotation of 60 degrees, the 

fact to release the mouse button is related to the accomplishment of the 

subgoal 1.2.2. 

5. Will the user perceive feedback? 

The ghost disappears and the selected grouped rectangle appears rotated of 

(maybe) 60 degrees. 

6. Will the user understand feedback? 

Yes. 
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7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

If we assume that he has succeeded to make a rotation of 60 degrees, the user 

will see that subgoal 1.2.2., 1.2. and 1. are finished. He will see progress in 

main goal which remains unsatisfied. 

Analysis of subgoal 2 : Draw a no-filled square below the rotated rectangles 

1. Will the user try to achieve the right subgoal? 

Y es, by knowledge of the abstract task. This subgoal is present in the abstract 

and implemented task. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

This will be assess later when we will answer to questions about the subgoals 

and their actions of this current subgoal. 

Analysis of subgoal 2.1. : Select the rectangle icon in the drawing toolbar 

1. Will the user try to achieve the right subgoal? 

Probably because the user knows that he has to made a square. However, he 

doesn' t maybe know that he has to select this icon because this icon resembles 

to a rectangle and not to a square. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

He has the knowledge to select an icon because he has experience of the 

system. 
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Analysis of action 1: ~[Rectangle] 

3. Can the user notice that the correct action is available? 

Y es, he can perceive it, by experience of manipulating a mouse in Windows. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

W e delay our answer to question 6. 

5. Will the user perceive feedback? 

Yes, he can see «Rectangle». 

6. Will the user understand feedback? 

Y es and so, he will maybe associa te the correct action with the subgoal he is 

trying to achieve. We have said « maybe » because the subgoal is to draw a 

square, not a rectangle. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

If the user thinks that to draw a square, he has to select the rectangle icon, he 

will probably see progress in subgoal 2.1., 2. and main goal. 

Analysis of action 2 : M v " 

3. Can the user notice that the correct action is available? 

Y es, by experience of manipulating a mouse. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 
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Y es, because moving and clicking are often actions which have to be made 

one after the other. 

5. Will the user perceive feedback? 

Y es, the mouse pointer is evolving from a left-arrow pointer to a cross-haïr 

one. The status bar indicates : « Oick and drag to insert an AutoShape ». 

6. Will the user understand feedback? 

The cross-haïr mouse pointer is enough explicit. The information given by the 

status bar won't maybe not understood by the user. This will be assessed in 

the next subgoal. 

7. Will the user see th.at progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

If the user thinks that to draw a square, he has to select the rectangle icon, he 

will probably see that subgoal 2.1. is finished. He will see progress in subgoal 

2. and main goal, which remain unsatisfied. 

Analysis of subgoal 2.2. : Draw a square below the two rotated rectangles 

1. Will the user try to achieve the right subgoal? 

Y es, because this subgoal is present in the abstract task. 

2. What knowledge is needed to achieve the right subgoal? Will the user h.ave this 

knowledge? 

Maybe. This will be assess later. 

Analysis of action 1 : ~[x, y] M v and K v [Shift] 
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3. Can the user notice that the correct action is available? 

Probably not because no prompt is present to indicate that to draw a regular 

polygon (a square here), he has to press the « Shift » key, dragging the 

rectangle. (see question 5). 

Moreover, as the feedback of the previous action is « Click and drag to insert 

an AutoShape », the user will probably try to click on the screen and only 

after that to drag a rectangle. A more appropriate feedback would have been : 

« Press and drag to insert a rectangle » instead of « Click and drag to insert an 

AutoShape ». Furthermore, this bad feedback maybe leads the user to click on 

the icon instead of clicking on the slide, as this bad feedback appears when 

the user clicks on the rectangle icon. 

In conclusion, a good feedback would be : « Press and drag on the slide to 

insert a rectangle ». 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Even if we assume that the user knows that he has to pres~ the « Shift » key 

and to drag the rectangle simultaneously, as he has no experience about this, · 

he won't associate this action with the subgoal of drawing a square below the 

two rotated rectangles because there is no feedback about this (see question 

5). 

5. Will the user perceive feedback? 

There is no feedback 

6. Will the user understand feedback? 

There is nothing to understand because there is no feedback. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 
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Even if we assume that the user knows that he has to press the « Shift » key 

and to drag the rectangle simultaneously, the user won't see directly a 

progress. 

Analysis of action 2: ~ [x', y1 

3. Can the user notice that the correct action is available? 

Yes, he knows this kind of manipulation in Windows. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Yes, probably. 

5. Will the user perceive feeàback? 

Y es, the square apears and is enlarging. 

6. Will the user understand feedback? 

Yes, this is an explicit feedback. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

The user will see progress in subgoal 2.2., 2. and main goal. 

Analysis of action 3 : M " and K "[Shift] 

3. Can the user notice that the correct action is available? 

Yes, he knows this kind of manipulation in Windows. 
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4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Yes, probably. 

5. Will the user perceive feedback? 

Yes, the rectangle (square) is selected and is filling with the color green. 

6. Will the user understand feedback? 

Yes but the square is filling with the color green . . So, there is a lack of 

consistency between the filling of the icon, which is transparent and the result 

on the slide. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

Subgoal 2.2. is finished. The user will probably see progress in subgoal 2. and 

main goal. 

Analysis of subgoal 2.3.: Make the square no-filled 

1. Will the user try to achieve the right subgoal? 

Y es, because this subgoal is present in the abstract task. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

Maybe. This will be assess later. 
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Analysis of subgoal 2.3.1. : Select the Fill Color icon (the right part) in the 

drawing toolbar 

1. Will the user try ta achieve the right subgoal? 

Probably because the user knows that he has to fill in the square. However, he 

doesn' t rnaybe know that he has to select the right part of this icon. 

2. What knowledge is needed ta achieve the right subgoal? Will the user have this 

knowledge? 

He has the knowledge to select an icon because he has experience of the 

system. 

Analysis of action 1: ~[Fill Color (right part)] 

3. Can the user notice that the correct action is available? 

Y es, he can perceive it, by experience of rnanipulating a rnouse in Windows. 

4. Will the user associate the correct action with the subgoal they are trying ta achieve? 

W e delay our answer to question 6. 

5. Will the user perceive feedback? 

Y es, he can see « Fill Col or ». 

6. Will the user understand feedback? 

The two parts of this icon have the same feedback « Fill Color ». The user rnay 

be confused by this arnbiguity. 

7. Will the user see that progress is being made towards solution of their task in relation 

ta their main goal and current subgoals? 
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He will probably see progress in subgoal 2.3.1, 2.3., 2. and main goal. 

Analysis of action 2 : M v A 

3. Can the user notice that the correct action is available? 

Y es, by experience of manipulating a mouse. 

4. Will the user associate the correct action with the subgoal they are trying ta achieve? 

Yes, because moving and clicking are often actions which have to be made 

one after the other. 

5. Will the user perceive feedback? 

Yes, a menu appears once this subgoal is achieved. This menu shows the 

different colors of filling. 

6. Will the user understand feedback? 

Y es, by experience of Windows. 

7. Will the user see that progress is being made towards solution of their task in relation 

ta their main goal and current subgoals? 

Subgoal 2.3.1. is finished. He will probably see progress in subgoal 2.3., 2. and 

main goal. 

Analysis of subgoal 2.3.2.: Select the No Fill Menultem in the Fill Color menu 

1. Will the user try ta achieve the right subgoal? 
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Probably because the user knows that he has to fill in the square. However, he 

doesn' t maybe know that he has to select the right part of this icon. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

He has the knowledge to navigate towards menu. 

Analysis of action 1: ~[No Fill Menultem] 

3. Can the user notice that the correct action is available? 

Yes, he can perceive it, by experience of manipulating a mouse in Windows. 

4. Will the user associate the correct action with the subgoal they are trying ta achieve? 

Yes. 

5. Will the user perceive feedback? 

The No Fill Menultem is highlighted. 

6. Will the user understand feedback? 

Y es, by experience of the system. 

7. Will the user see that progress is being made towards solution of their task in relation 

ta their main goal and current subgoals? 

He will probably see progress in subgoal 2.3.2., 2.3., 2. and main goal. 

Analysis of action 2 : M v " 

3. Can the user notice that the correct action is available? 

Y es, by experience of manipulating a mouse. 
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4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Yes, because moving and clicking are often actions which have to be made 

one after the other. 

5. Will the userperceive feedback? 

Y es, the square is transparent. 

6. Will the user understand feedback? 

Yes. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

Subgoal 2.3.2., 2.3. and 2 are finished. The user will see progress in main goal. 

Analysis of subgoal 3. : Put the word: "Hello !" south-east of the square 

1. Will the user try to achieve the right subgoal? 

Y es, because this subgoal is present in the abstract task. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

This will be assess later. 

Analysis of subgoal 3.1.: Select the Text Box icon in the drawing toolbar 

1. Will the user try to achieve the right subgoal? 
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Probably. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

He has the knowledge to select an icon because he has experience of the 

system. 

Analysis of action 1: ~[Text Box] 

3. Can the user notice that the correct action is available? 

Yes, he can perceive it, by experience of manipulating a mouse in Windows. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

We delay our answer to question 6. 

5. Will the user perceive feedback? 

Yes, he can see « Text Box». 

6. Will the user understand feedback? 

Y es and so, he will associa te the correct action with the subgoal he is trying to 

achieve. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

The user will probably see progress in subgoal 3.1. and indirectly in subgoal 

3. and main goal. 
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Analysis of action 2 : M v " 

3. Can the user notice that the correct action is available? 

Y es, by experience of manipulating a mouse. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Y es, because moving and clicking are often actions which have to be made 

one after the other. 

5. Will the user perceive feedback? 

Yes, the mouse pointer is evolving from a left-arrow pointer to a downward

pointing arrow. The status bar indicates: « Oick and drag to insert a 

TextBox ». 

6. Will the user understand feedback? 

The downward pointing arrow pointer isn' t enough explicit. The information 

given by the status bar: « Oick and drag to insert a TextBox » won't maybe 

not understood by the user. This will be assessed in the next subgoal. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

The user will probably see progree that subgoal 3.1. is finished. The user will 

probably see indirectly progress in subgoal 3. and main goal. 

Analysis of subgoal 3.2. : Put the word #Hello !" south-east of the square 

1. Will the user try to achieve the right subgoal? 
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Y es, because this subgoal is present in the abstract task. 

2. What knowledge is needed to achieve the right subgoal? Will the user have this 

knowledge? 

This will be assess la ter. 

Analysis of action 1: ~[x, y] M v A 

3. Can the user notice that the correct action is available? 

Perhaps because as the feedback of the previous action is « Oick and drag to 

insert a Text Box», the user will probably try to click on the screen and only 

after that to drag a Text Box. A more appropriate feedback woul have been: 

« Press and drag to insert a T ext Box » instead of « Oick and drag to in.sert a 

Text Box». Furthermore, this bad feedback maybe leads the user to click on 

the icon instead of clicking on the slide, as this bas feedback appears when the 

user clicks on the rectangle icon. 

In conclusion, a good feedback would be: « Press and drag on the slide to 

insert a Text Box». This is the same kind of problem we met inserting a 

square on the slide ( see subgoal 2.2.) 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Probably. 

5. Will the user perceive feedback? 

The mouse pointer is evolving from a downward pointing arrow to a 1-beam 

pointer. 
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6. Will fhe user understand feedback? 

This is an explicit feedback. 

7. Will the user see that progress is being made towards solution of their task in relation 

to heir main goal and current subgoals? 

The user will maybe see progress in subgoal 3.2., 3. and main goal. 

Analysis of action 2: K [Hello!] 

3. Can the user notice that the correct action is available? 

Yes, he knows this kind of manipulation in Windows. 

4. Will the user associate the correct action with the subgoal they are trying to achieve? 

Y es, probably. 

5. Will the user perceive feedback? 

Y es, the word is appearing. 

6. Will the user understand feedback? 

Y es, this is an explicit feedback. 

7. Will the user see that progress is being made towards solution of their task in relation 

to their main goal and current subgoals? 

The subgoal 3.2., 3. and the main goal are finished. 

55 



4. Results of the method and their interpretation 

Problem 1: The grouping of objects before the rotation 

Description of the problem 

The user will probably select the two rectangles before rotating them but 

won't necessary think about to group them before. 

Interaction point 

Subgoal 1.1. and 1.1.2., CWl 

Likely concrete user difficulties in context 

If the user will think about this problem, he will find out that the result 

obtained (screenchot 3) is logical. Indeed, after selecting the two 

rectangles, if the user rota.tes them, they will rota.te each separately. The . 

fact of selecting two objects means that the future action will be occur on 

each one separately but in the same time. 

The user will maybe think about that and will maybe try to reach the 

contextual menu which will permit him to group the two rectangles and to 

rota.te them after (screenshot 4). 
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Figure 8 - CW example : Screenshot 3 

The assumed causes of these difficulties 

The causes are not necessary related to a rnistake of the interface. If the user 

thinks about this manipulation, we will maybe find what' s wrong with this. 

However, the interface could provide a kind of guidance, after the two rectangles 

are selected and after the Free Rotate icon is selected, telling the user that to rotate 

the two rectangles considered as one shape, he has to group them first. 
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The sucœsslfailure case 

The problem will eventually prevent the user performing correctly the 

entire task. This problem is so enough serious. 
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Figure 9 - CW example : Screenshot 4 

The seriousness of the problem 

The problem leads the user to waste some time but the time spend will 

permit him to learn the interface. The error rate is nota criteria on which 

we have put a big importance. In fact, as we have put a big importance on 

the subjective satisfaction, the problem is enough serious because this 

criteria cornes into play. 
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Concrete interactive abject concerned by the problem 

The guidance associated to the Free Rota te icon which doesn' t exist. 

A design suggestion to salve the problem 

The interface could provide a kind of guidance, after the two rectangles 

are selected and after the Free Rotate icon is selected, telling the user that 

to rotate the two rectangles considered as one shape, he has to group them 

first. 

Problem 2 : The rotation through an angle of 60 degrees 

Description of the problem 

After seleting and grouping the two rectangles, the user has to rotate them 

by 60 degrees. Any information is provided for the user to accomplish a 

such accurate rotation. 

Interaction point 

Subgoal 1.2., 1.1.2., action 2, CW5 

Likely concrete user difficulties in context 

The user doesn' t know when he has to stop the rotation. So, he will 

probably try to make an approximation of 60 degrees. 

The assumed causes of these difficulties 

There is no feedback about the degrees of the current rotation (screenshot 

5). 
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Figure 10 - CW example : Screenshot 5 

The success/failure case 

This problem doesn' t probably lead the user to a failure case because he 

will probably try to make an approximation of 60 degrees. 

The seriousness of the problem 

As the matrix, related to the answers to the questions of the Cogntive 

Walkthrough according to the utility and usability criteria, tells us, a 

negative answer to a question (question 5 here) and a big importance to 

the subjective satisfaction of the user means that the problem is serious. 
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Indeed, the lack of feedback doesn' t bring a sensation of pleasure and 

cornfort to the user using the interface. 

Let' s notice however that we have a feedback during the rotation. It' s the 

ghost of the selected grouped rectangles. This is a good feedback but 

another feedback (the information feedback about the degrees of the 

current rotation) would have been necessary. 

Concrete interactive object conœrned by the problem 

The guidance associated to the Free Rota te icon which doesn' t exist. 

A design suggestion to solve the problem 

An information feedback about the degrees for the current rotation has to 

be inserted in the interface. To this aim, the designer has two solutions: 

First, he can insert it in the status bar (screenshot 6). This solution is usual 

in Windows application. The drawback of this solution is that the user's 

attention is not focalized on this part of the screen (the status bar). Indeed, 

the user' s attention is focalized where the current rotation is realized, on 

the ghost of the two selected and grouped rectangles rotating. 
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Figure 11 - CW example : Screenshot 6 

The other solution is to display the current degrees near the user's 

attention. This solution perrnits the user to have in his sight both the ghost 

of the two selected and grouped rectangles rotating and the current degree 

of the rotation (screenshot 7). 

Finally, let's notice for the story that PowerPoint 4.0, which is a previous 

version of which we made this application of the method, includes the 

degrees of rotation in the status bar ! ! ! 
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Figure 12 - CW example : Screenshot 7 

Problem 3: The drawing of a square (first problem) 

Description of the problem 

The user has to draw a square. To do this, he has to select the rectangle 

icon. There is a lack of consistency by the fact that to draw a square, we 

have to select the rectangle icon. 

Interaction point 
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Subgoal 2.1., CW1 

Likely concrete user difficulties in context 

The user will probably select the rectangle icon. So, there is no a real 

difficul ty here. 

The assumed causes of these difficulties 

There is a lack of consistency by the fact that to draw a square, we have to 

select the rectangle icon. 

The sucœsslfailure case 

This problem doesn't probably prevent the user performing the subgoal of 

selecting the rectangle icon. 

The seriousness of the problem 

This problem dosen' t really go against the balance of the criteria we have 

provided. 

Concrete interactive object conœrned by the problem 

The rectangle icon. 

A design suggestion to solve the problem 

It would be good if the drawing toolbar can include both the rectangle and 

the square icon even if we know that a square is a rectangle and moreover, 

experienced users know that to draw a regular shape, they have to press 

the « Shift » key dragging the shape. 
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So, another solution would have been to give a prompt to user telling him 

that to draw a square, he has to select the rectangle icon and press the 

« Shift key » dragging his shape. But this solution has the disadvantage of 

when to display this information ? If we say that this information has to be 

provided when the mouse pointer is over the rectangle icon or when the 

user select this icon, that means the user will have tried to do something 

whith this icon, the rectangle icon. So, the problem is not resolved. 

In conclusion, we can say that, as the rectangle icon is the closest shape 

near the square and as the square is a rectangle, the user will probably 

select it even he dosen' t know yet how he will draw an accurate square. 

Problem 4: The drawing of a square (second problem) 

Description of the problem 

When the user selects the rectangle icon, a feedback is provided: « Oick 

and drag to insert an AutoShape ». This maybe leads the user to 

difficulties. 

Interaction point 

Subgoal 2.1., action 2, CW6 

Likely concrete user difficulties in context 

As, the feedback of the action is « Oick and drag to insert an AutoShape », 

the user will probably try to click on the screen and only after that to drag 

a rectangle. A more appropriate feedback woul have been: « Press and 

drag to insert a rectangle » instead of « Click and drag to insert an 

AutoShape ». Furthermore, this bad feedback maybe leads the user to click 
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on the icon instead of clicking on the slide, as this bad feedback appears 

when the user clicks on the rectangle icon. 

Finally, let' s notice however that the user will maybe perform the right 

action by experience of dragging box in the Windows environment. 

The assumed causes of these difficulties 

There is a problem of vocabulary. A good feedback would be : « Press and 

drag on the slide to insert a rectangle». 

The success/failure case 

This problem doesn' t probably prevent the user performing this action but 

maybe leads him to encounter difficulties for the next subgoal. 

The seriousness of the problem 

As the matrix, related to the answers to the questions of the Cogntive 

W alkthrough according to the utility and usability criteria, tells us, a 

negative answer to a question (question 6 here) and a big importance to 

the subjective satisfaction of the user means that the problem is serious. 

Indeed, A problem of vocabulary doesn' t bring a sensation of pleasure and 

comfort to the user using the interface. 

Let' s notice however that the user will maybe not see the information in 

the status bar because it' s not in the user' s attention but this is not a good 

argument as this bar is designed to help user. 

Concrete interactive object concerned by the problem 

The status bar. 

66 



A design suggestion to solve the problem 

A good feedback in the status bar would be:« Press and drag on the slide 

to insert a rectangle ». 

Problem 5 : The drawing of a square (third problem) 

Description of the problem 

The user doesn't know that he has to press the « Shift » key dragging his 

rectangle. 

Moreover, as we have seen in the previous problem, the bad feedback 

provided by the status bar maybe leads him to difficulties. We don' t 

consider any more these difficulties (see previous problem for more 

explanations). We concentrate here on the« Shift » key problem. 

Interaction point 

Subgoal 2.2., action 1, CW3 

Likely concrete user difficulties in context 

The user won't probably try to press the shift key, dragging his rectangle. 

So, he will probably approximate a square. 

The assumed causes of these difficulties 

There is no information feedback, after selecting a rectangle, which will 

permit to help users drawing a square. 

The success/failu re case 
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This problem doesn' t probably lead the user to a failure case because he 

will probably try to make an approximation of a square. 

The seriousness of the problem 

As the matrix, related to the answers to the questions of the Cogntive 

W alkthrough according to the utility and usability criteria, tells us, a 

negative answer to a question (question 3 here) and a big importance to 

the subjective satisfaction of the user means that the problem is serious. 

lndeed, A lack of guidance doesn' t bring a sensation of pleasure and 

comfort to the user using the interface. 

Concrete interactive object concerned by the problem 

The status bar. 

A design suggestion to solve the problem 

A good feedback in the status bar would be : « Press and drag on the slide 

to insert a rectangle» as we have already said. Now, we complete this 

feedback saying: « Press and drag on the slide to insert a rectangle; Press 

'Shift' key to insert a square». Let's notice that in PowerPoint 4.0, there is 

an information about the use of the « Shift » key when the icon is 

selected ! ! ! 
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Problem 6 : The filling of the shape 

Description of the problem 

The square is filled with the colour green. The icon has a transparent 

filling (screenshot 8). 
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Figure 13 - CW example : Screenshot 8 

Interaction point 
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Subgoal 2.2., action 3, CW6 

Likely concrete user difficulties in context 

A waste of time to understand what is happening and the time putting 

another filling. 

The assumed causes of these difficulties 

A lack of consistency. 

The successlfailure case 

This problem doesn't probably lead the user to a failure case but this will 

impose to waste time re-filling the shape ( or making it transparent). 

The seriousness of the problem 

As the matrix, related to the answers to the questions of the Cognitive 

Walkthrough according to the utility and usability criteria, tells us, a 

negative answer to a question (question 6 here) and a big importance to 

the subjective satisfaction of the user means that the problem is serious. 

Concrete interactive object concerned by the problem 

The rectangle icon ( and in fact the other shape icons) 

A design suggestion to solve the problem 

When the icon is selected, the shape will have to be transparent. 

Problem 7 : Selecting the right part of the Fill Color icon 

Description of the problem 
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The user will probably know that he has to fill in the square (with 

transparent colour, i.e. no filling) and so that he has to select this icon. 

However, he doesn' t maybe know that he has to select the right part of 

this icon. 

Interaction point 

Subgoal 2.3.1., CW1 and action 1, CW6 

Likely concrete user difficulties in context 

A waste of time, for example trying to select the left part of this icon. 

The assumed causes of these difficulties 

There is no a real problem in the interface but there is the same feedback 

when the mouse is over both the left and right part of this icon. 

The successlfailure case 

This problem doesn' t probably lead the user to a failure case but this will · 

impose to waste time. 

The seriousness of the problem 

As the matrix, related to the answers to the questions of the Cogntive 

Walkthrough according to the utility and usability criteria, tells us, a 

negative answer to a question (question 6 here) and a big importance to 

the subjective satisfaction of the user means that the problem is serious. 

Concrete interactive object concerned by the problem 

The Fill Color icon 
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A design suggestion to solve the problem 

Two feedbacks, according the part of the icon will lead to an unambigous 

situation. 

Problem 8: The Text Box mouse pointer 

Description of the problem 

When the user has selected the Text Box icon, the mouse pointer is 

evolving from a left-arrow pointer to a downward-pointing arrow. The 

user would probably expect an I-beam pointer. 

Moreover, there is the same problem we have already encountered about 

the feedback of selecting a rectangle icon. The feedback here is a bit 

different: « Click and drag to insert a text box». We can say the same 

remarks we have made here. 

Interaction point 

Subgoal 3.1., action 2, CW6 

Lilœly concrete user dif.ficulties in context 

The user will maybe wonder if he has selected the right icon because he 

doesn't identify the expected I-beam pointer which is often present in the 

environment of Windows. 
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The assumed causes of these difficulties 

This is not the usual mouse pointer. 

The success/failure case 

This problem doesn't probably lead the user to a failure case but this will 

impose to waste time. 

The seriousness of the problem 

As the matrix, related to the answers to the questions of the Cogntive 

Walkthrough according to the utility and usability criteria, tells us, a 

mitigated answer to the question 6 and a big importance to the subjective 

satisfaction of the user means that the problem has to be take in 

consideration. 

Concrete interactive object concerned by the problem 

The mouse pointer 

A design suggestion to solve the problem 

To change the downward-pointing arrow pointer to a I-beam pointer. 
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5. Conclusion 

We have found very focused problems about this interface. Sorne of those 

problems are important. 

Moreover, we can sometimes generalize one problem to other problems of the 

same kind. For example, the feedback associated of the selection of a shape is not 

enough explicit and we have already seen two places where it occurs : the 

rectangle icon and the text box one. We can easily generalize this problem to 

other icons. 

Finally, we can find problems simply by manipulating the interface. For example, 

we have found that when we have rotated the two selected and grouped 

rectangles of a certain degree, it's sometimes impossible to go back to the initial 

position (one of the two rectangles is a bit distorted). Perhaps this problem can be 

generalize to any shape. 
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Appendix C 

SPECIFICATION OF THE COGNITIVE W ALKTHROUGH EDITOR 

1. Introduction 

This appendix is aimed to give the data conceptual model of the Information 

System and the treatments conceptual model of it. These two documents are 

provided to complete the third part of our thesis. 

2. Data conceptual model of the Information System 

2.1. ERA model of the Information System 

Here is the ERA model of the Information System (Fig. 14). It provides ail the 

data considered and their relations. 
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Figure 14 - ERA model of the Information System 

This schema will be explained in the next point of this appendix. 

76 



2.2. Data dictionnary 

USER PROFILE 
This type of entity is associated to the description of the user considered in one 

cognitive walkthrough. 

• DESCRIPTION: this attribute explains in large letters the profile of 

the user the analyst has to take in consideration. 

• TASK_EXP : this attribute is used to evaluate the considered task 

experience of the considered type of user. Three types of values are 

available : LOW, AVERAGE and HIGH. 

• T ASK_EXP _DESC : this attribute includes a complementary 

explanation of the task experience level. 

• SYS_EXP: this attribute gives the estimated value of the user 

experience level in the system where the task must be 

performed.Three types of values are available: LOW, AVERAGE and 

HIGH. 

• SYS_EXP _DESC : No mandatory description of the user system 

experience. 

CONTEXT OF WORK 
This type of entity is associated to the description of the context of work in one 

cognitive walkthrough. 

• DESCRIPTION: This attribute explains in large letters the context of 

work of the user the analyst has to take in consideration. 

• VISIBILITY: this attributes gives the estimated value of the 

brightness and the size in which the user will perform the task. Three 

types of values are available : POOR, AVERAGE and GOOD. 

• NOISE: this attribute gives the estimated value of the noise in which 

the user has to perform the task. Three types of values are available : 

QUIET, AVERAGE, NOISY. 
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• TREATMENT ALLOCATION: this attribute can take two values: 

«SINGLE» if during the t:ask performing on the interface by the user, 

anything is made. « MULTI » if during the t:ask performaing on the 

interface by the user, another thing(s) is (are) made. 

CRITERIA 
This type of entity indicates the name and the balance of each of the utility and 

usability criteria. 

TASK 

• NAME: this attribute indicates the name of the six utility and 

usability criteria : LEARNING TIME, RAPIDITY OF EXECUTION, 

ERROR RATE, PERSISTENCY, SATISFACTION OF THE USER, 

COVERAGE. 

• BALANCE : this attribute gives the estimated value of the importance 

of each of the utility and usability criteria. Five values are 

available :LOW, AVERAGE, HIGH. 

This type of entity is associated with the description of the considered t:ask in the 

congnitive walkthrough. 

• DESCRIPTION: this attribute is related to the description of the 

considered t:ask. 

SUBGOAL 

This type of entity describes the differents goals/subgoals which compose the 

t:ask description. 

• NUM: this attributes indentifie the type of entity Subgoal. 

• NAME : this gives the name of the subgoal. 

• DESCRIPTION : this attibute is a text description of the subgoal. 
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• ATOMIC : this boolean indicates if the subgoal can be further 

decomposed into lower subgoals or can't. 

ACTION 
This type of entity describes the different actions which compose an atomic 

subgoal. 

• NUM : this is an identifier of the action of a given subgoal. 

• V AL UE : this represents in U AN or in informai language the action. 

• SYTEM FEEDBACK: this represents in UAN or in informai language 

the feedback. 

• SYSTEM STATE this represents in UAN or in informai language the 

system state. 

ANSWER 

This type of entity describes the answers of the Cognitive W alkthrough and their 

value 

• DESCRIPTION : this attribute gives the answer description given for 

a certain subgoal or action to a certain question. 

• V ALDE : the three values available are : YES, NOT or PERHAPS. 

PROBLEM 

This type of entity describes a problem revealed by the method, their location, 
their seriousness. 

• PROBLEM NUMBER : this attribute indicates the number of the 

problem in order they were found. 

• DESCRIPTION : this attribute describes the problem. 

• INTERACTION POINT: this attribute indicates the location of the 

problem in the hierarchy of goal/ subgoals/ actions. 
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• CONCRETE DIFFICULTIES: this attribute explains the concrete 

difficulties of the user dealing with the problem. 

• CAUSE: this attribute explains the cause(s) of the problem. 

• SERIOUSNESS: according to the balance allowed to the utility and 

usability criteria, this attribute is trying to put a level of seriousness 

on the problem to find out the failure case. Thls attribute can take the 

following values : LOW, A VERA GE and HIGH. 

• CIO (CONCRETE INTERACTIVE OBJECT) CONCERNED : this 

attribute indicates the piece of the interface which poses a problem 
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3. Treatments conceptual model of the IS 

3.1. Inputs specification 

Objectives 
To pickup data related to the inputs of the Cognitive Walkthrough which will 

permit to balance the evaluation of the interface with the method: user profile 

(his different levels of system and task knowledge), the context of work (its 

different levels of visibility, noise and treatment allocation) and the utility and 

usability criteria (the balance of each of the criteria). 

Input messages 
Input= 

Tool = 

tool /\ user_ profile/\ context_of_work /\ criteria /\ task 

(name_tool /\ interface version) 

The description of the tool from which we want to evaluate the interface is 
limited to its identification and its version number (to differentiate the 

successsive use of the method on different versions of the interface for a 

given task) . 

User_profile = 
(description A task_exp /\ task_desc /\ sys_exp /\ sys_desc) 

The user profile is firstly defined by a description of the kind of users 
considered and their motivations in the realization of the task assigned to 

them. The balance related to their knowledge of the task and the system 

on which this task must be performed is also to be provided. 

Context_of_work = 

(description/\ visibility /\noise/\ treatment allocation) 

The context of work is firstly defined by a description of the context of 

work considered. The balance related to the visibility of the environment 
of work, the noise of a such environment and the treatment allocation is 
also to be provided. 

Criteria = 
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Task= 

(Leaming_time /\ Exec_rapidity /\ Error_rate /\ Persistency /\ Satisfaction /\ 

Coverage) 
At each utility and usability criteria, a weight must be associated, this will 

permit to create a knowledge base to find out where problems may occur 

in function of the answers given to the questions. 

( description) 
There is a brief description of the considered task. 

Output message 
Error_mess 

This error message is sent if the method has already be performed on the 

considered task, with the same version of the interface and with the same 
user profile. The message must also indicate that the consultation of the 
result of the already performed method are available. 

Actions on the IS 
Creation of ~ new instance of the Cognitive W alkthrough 

Treatment rules 
At the creation of a new instance to perfom the method, the fact that the method 
has not previouly be realized on the same task with the same tool must be 
verified. 

3.2. Knowledge base generation 

Objectives 
From the utility and usability criteria, a knowledge base must be created. 

According to the answers given to the questions, we will then refer to this 

knowledge base to see if there may be problems in the interface. 

Input messages 

Criteria = 
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Leaming_time A Exec_rapidity A Error_rate A Persistency A Satisfaction A 

Coverage 

At each utility and usability criteria, a weight must be associated what will 

permit to create a knowledge base to find out where light and serions problems 

may occur in function of the answers given to the questions. 

Actions on the IS 
The different balance of the criteria must be recorded. 

Treatment rules 
None 

3.3. U suai answers generation 

Objectives 
According to the users' profile and the context of work, the different usual 

answers for each question will be generated, in a view to offer an intelligent tool 

to perform Cognitive Walkthrough. 

Input messages 
Task_level 

This indicates the level of knowledge that the considered user has of the 
task. 

Sys_level 
This indicates the level of knowledge that the considered user has of the 

system in which the task must be performed. 

Output messages 
None 

Actions on the IS 
For each question, the IS contains the usual answers associated with them. After 

determining which usual answers can be applied to certain question, they must 

be recorded. 
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Treatment rules 
According to the levels of knowledge of the task and the system (revealed in the 

user profile) and according to the different levels of visibility, noise and 

treatment allocation (revealed in the context of work), some usual answers must 
be proposed when the analyst wants to answer the questions. So, these answers 

must be determined. For instance, if users have a good knowledge of the system, 
the usual anwser « By knowledge of the system » will be proposed to the 

analsyst. On the other side, if users have no knowledge of the system, it won' t. 

3.4. Goa1/subgoals tree creation 

Objectives 
This functionality permits the creation of the decomposition tree of the task (the 

hierarchy of goals). For the atomic subgoals, the analyst must enter the sequence 
of actions composing them (in common language or in UAN). A list of common 

UAN actions will be provided to accelerated the capture of the actions. We have 
to let the opportunity to the analyst to modify some information attached to a 

goal or to change the structure of the tree ; so, not only operations of goal creation 

are to be implemented but also operations of updating, deleting. 

Input messages 
Tree= 

{non_atomic_goal} /\ {atomic_goal} 

The tree is composed of a set of non atomic subgoals and atomic subgoal. 

Non_atomic_goal = 

Sequence_num /\ Name /\ Description 

Atomic_goal = 

sequence_num /\ name /\ description /\ actions_seq 

Actions_seq = 

{action} 
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action= 

num A value A system_feedback A system_status 

Output messages 
None 

Actions on the IS 
Creation of goals with the necessary information either for the atomic or the non

atomic, modification of the information related to a subgoal and deletion of a 

subgoal. 

Treatment rules 
If a subgoal is atomic, the analyst must been told to enter the sequence of actions. 

If it is not the case, the number of subgoal-children is to be entered to know how 

many subgoal description, the analyst must enter. 

3.5. Method Performing, results synthethising and problem 

management 

Objectives 
For each subgoal present in the IS, the subgoal-related questions are to be asked 

to the analyst, recorded and the answers have to be compared with the 
knowledge base to see if there may be a problem and how serious is this 
problem. The same must be done with the action-related questions. 
To help and answer the questions, usual answers must be proposed. 

Input messages 
Answer= 

description A value 

For each answer, the affirmative or negative aspect must be given with a longer 
explanation of the answer. 

Output messages 
Problem_seq = 

[problem]* 
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The result of the performing of the method will be a list of ail the problem 

recorded which can be achieved with the assistance of the knowledge base. 

Actions on the IS 
Recording, deleting of answers. 

3.6. UAN Library Creation 

Objectives 
Users are allowed to specify their own Uan actions libraries that are used to 

determine the sequence of actions for each atomic subgoal. 

Input messages 
Library _name 

This is the name to attribute to the library to create. 

Uan_actions = 
{uan_action} 

The libràry contains a list of Uan action, each included in a string. 

Uan_file_name 

This is the name of the file where the Uan library will be saved 

Path_to_file 

This is the complete path where the file will be saved. 

Output message 
Err_path 

This message is displayed on screen if the path specified is invalid. 

Err_filename 

This message indicates to users that the name they want to use is invalid 

(contains reserved characters). 

Actions on the IS 
Recording of a U an library. 
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3.7. U AN Library Saving / Loading 

Objectives 
To save or load the content of a UAN file. 

Input messages 
U an_file_name 

This is the name of the file where the Uan library is saved or where the 

Uan library has to be saved. 

Path_to_file 
This is the complete path where the file is saved or has to be saved. 

Output message 
Err_saving 

If the location and/ or the name of the file are invalid, this message informs 

users that the saving was not performed. 

V 

Err_loading 
If the location and/ or the name of the file are invalid, this message informs 

users that the loading was not performed. 

V 

Saving_OK 
This message informs users that the saving of the Uan library was 
performed. 

V 

Loading_OK 
This message informs users that the loading of the Uan library was 
performed and that the library is now available for the specification of the 

atomic subgoal (i.e. the sequence of actions). 

3.8. CW Savineftoading 
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Objectives 
To save or load the content of a CW file. 

Input messages 
CW _file_name 

This is the name of the file where the CW file is saved or where the CW file 

has to be saved. 

Path_to_file 

This is the complete path where the file is saved or has to be saved. 

Output message 
Err_saving 

If the location and/ or the name of the file are invalid, this message informs 

users that the saving was not performed. 

V 

Err_loading 
If the location and/ or the name of the file are invalid, this message informs 
users that the loading was not performed. 

V 

Saving_OK 
This message informs users that the saving of the CW file was performed. 

V 

Loading_OK 
This message informs users that the loading of the CW file was performed. 

4. Global architecture 
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5. Specification of the treatment modules 

List Management 

Module description 
This module provides a set of tools permitting the definition of the abstract type 
« index-sorted list »: creation, suppression of a list; insertion, suppression and 

modification of an element. 

Functional interface and description 
Create_list: _ ➔ tlist[T] 

%Pre: 
%Post : an empty list is created 

Empty _list : tlist[T] ➔ boolean 
%Pré : the input includes a list 
%Post: the result is a boolean whose value is true if the list is empty and 
f alse in the other case 

Insert_list : tlist[T] * Integer * T ➔ tlist[T] 
%Pre: a list, an integer corresponding to the index and an element of the 
type T, representing the information field, are received. 
%Post: If no element with the same index was present in the list, a new 

element was created, with its Info field intitialized with the value of the 
third parameter and the so-got list is still sorted by increasing order. 

Del_elem_list : tlist[T] * Integer ➔ tlist[T] 

%Pre: a list, an integer corresponding to the index are received. 
%Post : If the index passed as parameter id present in the set of indexes of 
the list, the the element with this index was suppressed. 

Delete_list : tlist[T] ➔ tlist[T] 
%Pre : A list is received 
%Post: The list is empty. 

Read_list : tlist[T] * Integer ➔ T 
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% Pre : a list and an integer representing an index are received. 

%Post: if an element of the list has the same index as the one given as 

parameter, then the Info field of this element is sent as result. If nota NIL 

pointer is sent. 

update_list: tlist[T] * Integer * T ➔ tlist[T] * boolean 

%Pre: a list, an integer corresponding to the index and an element of the 

type T, representing the information field, are received. 
%Post: The value of the boolean is true if the update has been realized (if 

the index belongs to the indexes set of the list) and the Info field of the 

element with this index has been replaced by the one given as parameter. 
In the other case, the boolean value is false and the list remains 

unchanged. 

Types interface 

Telem = UNION 

[Index : Integer ; 
Info: T; 
Next: ATelem ;] 

Tlist[T] = ATelem 

T is a generic type 

Tree management 

Module description 
This module aims to provide all the necessary functions to permit the 

management of an abstract type « Tree ». 

Functional interface and description 
Create_tree: _ ➔ Tree[T] 

%Pre: 

%Post: an empty tree of T-type elements has been created. 

Empty_tree: Tree[T] ➔ Boolean 

%Pre: The input parameter is a tree of T-type elements. 
%Post: the result is a boolean whose value is true if the tree is empty and 

f alse otherwise. 
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Insert_tree : Tree[T] * T * Integer ➔ Tree[T] 

%Pre: an index, a tree of T-type elements and a T-type element are given. 

%Post: the T-type element became a new leaf of the tree. This leaf received 

the index given as parameter ; this index is unique among the leafs of the 

tree. 

Delete_elem_tree : Tree [T] * Integer ➔ Tree[T] 

%Pre: an index, a tree of T-type elements are given. 
%Post: if the index given is one of the tree leafs, then this leaf has been 
removed. Otherwise the tree remains unchanged. 

Delete_tree : Tree[T] ➔ Tree[T] 

%Pre: a tree of T-type element is given. 

%Post: the tree is empty, ail the leafs and the root have been deleted. 

Read_tree : Tree[T] * Integer ➔ T 
%Pre: a tree of T-type element and an integer representing an index are 
received. 
%Post: if the index was one of the leafs ot the tree, then the T-type element 

corresponding to this index is returned. In the other case, only the NIL 
pointer is sent back. 

Update_tree : Tree[T] * T * Interger ➔ Tree[T] 

%Pre: an index, a tree of T-type elements and a T-type element are given. 

%Post: if a leaf corresponding to the index provided as parameter exists, 
then its information field has been replaced by the T-type element. 
Otherwise, nothing changes. 

Types interface 
Tsubroot= 

UNION[Info : T ; 

Subtree: "Tree ;] 

Tleaf = Tlist[Tsubroot]; 

T ree = "Tleaf ; 

Uses 

List Management. 
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Knowledge Base Generation 

Module description 
The goal of this module is to consbuct a matrix crossing the usability and utility 

criteria ratings with the different Cognitive Walkthrough questions ; this permits 

to know when an answer is given to a question, if this answer reflects a potential 

problem or not. 

Note: In the final version of our thesis, we have simplified the matrix. This one 
doesn't differentiate the different questions in the CW. The one we have specified 
takes in account the different questions according to the utility and usability 

criteria. 

Functional interface and description 
Knowledgebase_gen : Tlist[Crit_Rating] ➔ Tlist[CritQuest] 

%Pre: the given list contains for each utility and usability criteria the 

rating associated toit. 
%Post: The result is a list where is recorded the possibility, for each 
criteria and for each possible answer (Yes, No, Perhaps) of each question 
(CWl to CW7), of a problem to occur. 

Types interface 
Crit_Rating = 

UNION [criteria : ENUM[ LEARNING TIME, RAPIDITY OF EXECUTION, 

ERROR RATE, PERSISTENCY, SATISFACTION OF THE 
USER, COVERAGE] ; 

Rating : ENUM[LOW,A VERAGE,HIGH];] 
CritQuest= 
UNION [criteria : ENUM[ LEARNING TIME, RAPIDITY OF EXECUTION, 

ERROR RATE, PERSISTENCY, SATISFACTION OF THE 

USER, COVERAGE] ; 

VsQuestion: Tlist[Seriousness * Seriousness * Seriousness] ;] 

Seriousness = ENUM [FAIL URE, IMPORTANT, LIGHT] 

Uses 
List Management 
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Usual answers generation 

Module description 
This module aims to generate the different usual answers required for the 

Cognitive W alkthrough questions according to the user profile and the context of 

work. 

Functional interface and description 
Usualans_gen: Task_exp * Sys_exp * Visibility * Noise * Treatment_alloc ➔ 
Tlist[ questions_ans] 

%Pre: the five given parameters are to be initialized and represent the 

level of task, the system knowledge, the level of visibility, the level of noise 

and the treatment allocation. 
%Post: The result lists the seven Cognitivive Walkthrough questions. For 

each, are given the most likely answers by order of probability. 

Types interface 
Question_ans = Tlist[String] ; 
Task_exp = Enum [LOW, AVERAGE, HIGH] ; 
Sys_exp = Enum [LOW, AVERAGE, HIGH] ; 

Visibility = Enum [POOR, AVERAGE, GOOD] ; 
Noise= Enum [QUIET, AVERAGE, NOISY] ; 

Treatment_alloc = [SINGLE, MULTI]; 

Uses 
List Management. 

Inputs specification 

UAN Library SavinwLoading 

Module description 
The goal of this module is to load the default and user-defined files indu ding the 

UAN actions and to save to file the UAN library defined by the user. 

Functional interface and description 

UAN_load: String ➔ Tlist[String] 
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%Pre : the input String represents a path to a UAN file. 
%Post: the list contains all the UAN actions included in the opened file. 

UAN_Save: Tlist[String] *String ➔_ 

Uses 

%Pre : the list contains the UAN actions of a user defined library and the 

string is the path-name-of.:-the-file to use. 
%Post: the content of the list has been saved in a UAN file with the path
name-of-the-file given in input. 

List Management. 

UAN Library Creation 

Module description 
This module must permit the user to define his own UAN library and to update 
former user-defined library. 

Functional interface and description 
UAN_create: Tlist[String] *String* String ➔_ 

Uses 

%Pre : the list contains the UAN actions of a user defined library, the first 
string is the name of the file and the second one is the path-name-of-the
file to save. 
%Post : the content of the list has been saved in a UAN file with the path
name-of-the-file given in input. 

List Management. 

UAN Library Saving / Loading. 
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CW Saving/ Loading 

Module description 

The goal of this module is to load a Cognitive Walkthrough from a file and to 

save it to a file. 

Functional interface and description 
CW _load : String ➔ Tree[SUBGOAL] * Tlist[Crit_Rating] * User_profile * 
Context_of_work * Tlist[questions_ans] * Interface *Tlist[Problem] 

%Pre : the input String represents a path to a CW file. 
%Post : the result contains the decomposition in goal/ subgoals of the task 
selected in this CW, the balance of the utility and usability criteria, the user 

profile, the context of work, the list of the usual answers and the list of 

problems revealed. 

CW _Save : Tree[SUBGOAL] * Tlist(Crit_Rating] * User_profile * 
Context_of_work * Tlist[questions_ans] *Interface* Tlist[Problem] *String ➔ _ 

%Pre: ail the elements presents in a CW and the string is the path-name
of-the-file towards the file to load. 
%Post : the content of the elements of a CW has been saved in a CW file 
with the path-name-of-the-file given in input. 

Types interface 

SUBGOAL = Integer *String* String* Boolean * Tlist [ANSWERS SUBGOAL] * 
Tlist [ ACTIONS] ; 
ANSWERS SUBGOAL =String* Answer; 
Answer = Enum [YES, NO, PERHAPS] ; 

ACTIONS = Integer * String * String * String * Tlist [ ANSWERS ACTION]; 
ANSWERS ACTION = String * ANSWER; 
User_profile =String* Task_exp *String* Sys_exp *String; 

Context_of_Work =String* Visibility *Noise* Treatment_alloc; 
Interface = Integer * String * String ; 

Problem = Integer * String * String * String * String * Seriousness * String 

Uses 

List Management. 
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GoaJ/subgoals tree creation 

Module description 
The goal of this module is to make the decomposition in goal/ subgoals/ actions 

of a CW and to display it on the screen. 

Functional interface and description 
Add_Nonatomic: String* String* String* Tree[SUBGOAL]➔ Tree[SUBGOAL] 

%Pre: the input string(s) represents the level of hierarchy in the 

decomposition in goal/ subgoals and the input String represents the goal, 

subgoal or action to put into the tree of decompisition in goal/ subgoals. 

%Post : the decomposition of the tree in goal/ subgoals/ actions until now. 

Add_Atomic : String * String * String * Tree[SUBGOAL] * ACTIONS➔ 

Tree[SUBGOAL] 

%Pre: the input string(s) represents the level of hierarchy in the 

decomposition in goal/ subgoals and the input String represents the goal, 

subg9al or action to put into the tree of decompisition in goal/ subgoals. 
The last parameter is a list of actions composing the atomic subgoal to add 

to the tree. 

%Post : the decomposition of the tree in goal/ subgoals/ actions until now. 

Display _decomposition : Tree[SUBGOAL] ➔ _ 

Uses 

%Pre : the decomposition of the tree in goal/ subgoals/ actions until now. 
%Post : The decomposition in displayed on the screen. 

Tree Management 
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Method Performing, results synthethising and problem 
management 

Module description 
For each subgoal present in the IS, the subgoal-related questions are to be asked 
to the analyst, recorded and the answer s have to be compared with the 
knowledge base to see if there may be a problem and how serious is this · 
problem. The same must be done with the action-related question. 

To help and answer the questions, usual answers must be proposed. 

Functional interface and description 
Add_subgoal_ans : Answer * String * Answer * String * Tree[SUBGOAL] ➔ 

Tree[SUBGOAL] 
%Pre: the two subgoal-realted answers and their description are given 
with the decomposition tree. 
%Post : the subgoal-realted answers have been added to the 

corresponding subgoal in the tree. 

Add_action_ans : Answer * String * Answer * String * Answer * String * Answer 

*String* Answer * String * Tree[SUBGOAL] ➔ Tree[SUBGOAL] 
%Pre : the five action-realted answers and their description are given with 

the decomposition tree. 

%Post: the action-realted answers have been added to the corresponding 

atomic subgoal in the tree. 

Test_problem: Tlist[CritQuest] * Tlist[ANSWERS SUBGOAL] * Tlist[ANSWERS 
ACTION] ➔ Tlist[Problem] 

Uses 

%Pre : the knowledge base and the answers are given. 
%Post: If a problem is likely to accur (according to the answer and the 
base knowledge), it has been added to the problem list. 

Tree Management. 
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